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1. Introduction

Suppose (X, Y) has a bivariate normal distribution with a known variance matrix,
which we assume without loss of generality, to have a unit variance and a correlation
coefficient p, and a unknown mean vector (6,,0,). We consider the problems of
testing the null hypothesis Hy: ;=0 or 6,=0 against the alternative K,: ;%0 and
6,0 (§2), and of testing the null hypothesis H;: ;=0 or 6,=0 or 6,+60,=0 against
the alternative K,: 6,0 and 6,0 and 6,+6,=0 (§3). The purpose of this paper is to
give the likelihood ratio test of these testing hypothesis problems.

Suppose we have samples from three normal distributions with different means
K1, Mg, ps and a known common variance. Then the problem of testing the null
hypothesis H, against the alternative K, includes the problem of testing the null
hypothesis that means are equal only in one adjacent pair, namely, Hg: y;=u, or
U=y against the alternative Kf: uy==uy and uy+pus, and the problem of testing the
null hypothesis H, against the alternative K, includes the problem of testing the null
hypothesis that means are equal only in one pair, namely, Hj: y,=us, OT tio=p3 OT tg=ti;
against the alternative Kj: u s=u, and pss=pug and ug=p,.

2. A bivariate normal test I

Let (X,, Y,), « -+, (X, Y,) be a random sample from a bivariate normal distribution
with the unknown mean vector §=(8,,6,) and the known variance matrix which has a
unit variance and a correlation coefficient p, and (X, Y) be a sample mean vector. In
this section we consider the problem of testing the null hypothesis H,: 6,=0 or §,=0
against the alternative K,: ;=0 and 6,==0.

At first we shall derive the maximum likelihood estimates (MLE) § of 8 under H,
and H,U K, respectively. To do this let us consider the following transformation in
the two dimensional Euclidean space R? similar to the one used in [1]:

§=um, = (1—p?)~12 (pz—y) 1)
or
e=¢, y=pé—(1—p?)2. )
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(¢, m), the random vector corresponding to (X, Y), is distributed as a bivariate normal
with a mean

¢ = (¢, $2) = {61, (1—p?)71/2 (P01—02)} 3)
and a common variance 1 and a covariance 0. H, and K|, are transformed to Hg: ¢;=0

or ¢o=p(1-p%)~124; and Kj: ¢;%0 and ¢y==p(1-p%)-124, respectively. The following
factorization of the likelihood is convenient to derive the MLE.

105, 00) = ) exp [~ 5 € 9)] exp [~ o @—0,7]

27V 1—p?

n

X exp [— ————2(1_P2)

G—oB—(0—06}?| ()

(o= e [ 5 ][ g0

where
Qz, y) = = {(@;—2)*—2p(x;—2)(yi—Y)+ (4i—H)"} (1—p?) -
Thus we have the MLE ¢ of ¢ under H as follows.

If 18|z |VI—p0—pfl, $1=VI—p2(VI—p*é+p0) and ¢y = p(V1—p*E+p7)
| (5)

and
if |€] < |VI—p?1—pf|, $=0 and $,=17. (6)

Transforming back to the original variables, the MLE § of 8 under H, and its
maximum likelihood, Max L(6,,8,), are given as follows.
Hy

If |X|=Y|, =X—pY, 6,=0 and

Max 103,00 = () e[~ Cmn]ow [~ S 9]
and

if |X]<1Y|, 6,=0, 6,=Y—pX and

Max L(6s, 6,) = (m)”exp (- —;- Q(a,3) | exp [~ —;L ). @®

The MLE 4 of @ under H,UK, and its maximum likelihood, Max L(6,,0,), can be
HoUK
easily obtained as follows. o

él = X ) 92 == ? and MarX L(el, 02) =

. 1
HoUKo <m> exp [" 9 Q(z, y)] . (9)
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Therefore the likelihood ratio test can be derived and the rigion of rejection is given

by the following simple form:
nY? = B} if 1X|1=1Y1,
- , S > (10)
nX*? =z Bj if X <|Y]

where B, is chosen so that the probability of (10) when the null hypothesis is true is equal
to the significance level . :
After simple calculations, it can be found that B, satisfies the following relation.

o = 2Q(B,) (11)
where
o 1
Q(m) = J o exp [— 5 uz] du .

Therefore the desired B, can be found easily from the table of a univariate normal
distribution [2].

3. A bivariate normal test II

In this section we consider the problem of testing the null hypothesis H;: 6,=0
or 6,=0 or 6,+0,=0 against the alternative K;: 6,0 and 6,0 and 6;+6,=0.
Making use of the same transformation (1) or (2) and applying the method similar to the
one used in the previous section, the MLE 6 of 8 under H, and its maximum likelihood,
M;}Lx L(6,,6), are given as follows.

If —(1+7V21+p))*X=<Y¥=<X o X=Y=-(1+V21+p))X,
0,=X—pY, 6,=0 and

_ 1

27V 1—p?

n

Max (0, ) = exp[— 5 Qoo [~ 5 7], (12

~—

f X<, —(1+7V2(1+p))X=<Y or Y<X, Y=—-(1+7V21+p))X,
0,=0, 6,=Y—pX and

_ 1

27V 1—p?

NE;X L(8,, 6,) = ( )n exp [— % Q(z, y)] exp [— _2n_ @2] (13)

and
if —(14+721+p)) X <Y < —(1+V2(1+p))X or
—(1+V2(1+p)) X <Y < —(1+ V2(1+p) )1 X,
Xy , Y-X

1 »
g 0y = , and I\%:X L(8,, 0,) = (—2———2>

é ——
1 2

X exp [:-— —;— Q(=, y)] exp [— —ﬁm X
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The MLE 6 of  under H, UK, and its maximum likelihood, Max L(6,,8,), are the
H1UK;

same one that we obtained in (9) in the previous section.

Therefore the likelihood ratio test can be derived and the rigion of rejection is
given by the following form:

vn Min (|1 X|, |Y|) = B, if X and Y are of the same sign,

Vn (X+Y)< —V2(1+p)B,, Vn Xz B,

or if Xz(), Y§09

Vn (X+Y)=V2(1+p)B,, Vvn Y <—B, (15)
Vn (X+Y)< —V2(1+p)B,, VnY =B,

or if X<0, Y=0

Vn (X+Y)=V2(1+p)B,, Vn X=—B,
where B, is chosen so that the probability of (15) when the null hypothesis is true is
equal to the significance level a.

After some calculations, it can be found that B, satisfies the following relation.

o —20(B,) . (16)
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