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1. Introduction and Summary

Let v, £, A and ¢ be positive integers with y=£=¢ and let [¢/2] be s. Let P be a y-set
{ay, ..., @y} and B a Ao-set {B,, ..., Bi,} (a collection of k-subsets of P). The elements of
P will be called points and the elements of 8 will be called blocks. (P, 8) is defined to be
a t-(v, k, A) design if each ¢-subset of P is contained in exactly A blocks. Let Py, be a

set of s-subsets of P and P,(i)(i=1, ..., (Z)) the elements of P, Let M, (h=0, ..., k)

be the incidence matrix for (P, 8) defined by

1 if Pu(i)SB;

0 otherwise.

In order to state Yoshizawa’s Proposition [5], we need the following row vector a;

(i=1, ..., v). a;=(B:(1), ..., B:(Ao)), the j-th coordinate ,81-(]'):{1 if 2. € B,

0 otherwise.

He proved that the real vector space spanned by a;,—a; (1=<7, j<v) is an eigenspace for
MM, (=0, ..., t-1).

In this note we shall prove two propositions one of which is an extension of Yoshi-
zawa’s.
PROPOSITION 1. V)= Wi, »M, (see Cameron [1]) is an eigenspace for MM, ({=0, ..., t-h).
PrOPOSITION 2. Let (P, B) be a t-(v, k, 1) design (i.e., Steiner system) such that for any
block B of B, the set of points outside B, with blocks of the form B'-(BNB’) where B’ is
a block with |BNB'|=t—1 is a 2-(v-k, k—t+1, c) design for some integer c. Then
Wa,2M, is an eigenspace for the adjacency matrices of the Steiner system (P, B).

We shall use the same notations as in [1] and [3].

Mu(Pr(7), Bj)Z{

2. Proof of Proposition 1

For i, j, n=0,..., [v/ 2], define C% to be the matrix with rows indexed by the ;-subsets
of P, columns indexed by the j-subsets of P, and with (P;(a), P;(b)) entry equal to 1 if
|P:(a)N P;(b)| =n, and 0 otherwise.

We proceed in several steps to investigate (w.M»)M M, for w, € Wr,. Note that
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<[ by Peterson’s Theorem [3].
Stepl. We show that

3
(1) MhMlT:EO An+1-5Chu.

M.MF will be a matrix with rows indexed by the z-subsets of P and columns indexed by
the /-subsets of P. If P,(a)is an /-subset of P and P,(4) is an /-subset of P, then (P,(a),
P.(b)) entry will be equal to number of blocks of 8 which contain P,(a¢)U P.(b). Thus, if
lPh(a)ﬂ Pz(b)l :j, the (Ph(d), Pz(b)) entry is /1h+[—j.

Then

h .
M"MZT:_,EO An+i—iChe.

For m, i, define M/, to be the matrix with rows indexed by the m-subsets of P,
columns indexed by the blocks of 8, and with (P.(a), B,) entry equal to 1 if | P,(a)N B,
| =4, and 0 otherwise. Note M,=M/.

Step2. We show that

(2) ciat=3 ()4~ \ur
p=iNjINI—]
Ci:M, will be a matrix with rows indexed by the 4-subsets of P and columns indexed by
the blocks of 8. If P.,(a) is an h-subset of P and B, is a block, then (P.(a), B,) entry
will be equal to the number of /-subsets of P which are contained by B, and meet P,(a)
in exactly j points. Thus, if | P.(a)N\ Bs| =p, then (P.(a), B,) entry is

G20
Chi= 2 (‘;)(’jif ).
Step 3. We show the following

LEMMA 1. If w, € W, ». then th;,=(—1)”“’<h>thh.

b
Proof. Let the P,(i)-coordinate of w, be y{a, ..., @»}. Let the ;-th coordinate of w,M#
be np and let the ;-th coordinate of w,MF*! be ns. We have

’ ”

ng= 2 > 7’{(1’1,...,6?1:, a’p+1,...,ah}

{a1,ap} {ap+1,an}

Z{alg;p)—h_l_—pmﬂg:;_l)g""y{al,...,ap, @pi1yenn,@n1, An},
where the sum X!’ is taken over all p-subsets of B and the sum >}” is taken over all (%-p)-
subsets of -8B and the sum X" is taken over all (4-p-1)-subsets of 2-B and the sum >}””
is taken over all elements of Q-BU {@p+1, ..., @n-1}. Since Wy,={w € Wn|wB¥i_1»=0}, it

follows that for any {a, ..., @r-1} € Pon-1), 27{a, ...,@s-1,@»} =0, where the sum 3 is taken

over all elements of Q-{a,,...,ar-1}. So

n3=—% 2" > 2y, ..., an),

— D tapiman-1) (@i —ap) an

where the sum 3)° is taken over all elements of B-{«a, ..., @»}. By easy calcuation we have
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np=— fl__f_—; 5.

It follows that

h
wblf=—252 th;?*‘:(—l)h“’(D

This completes the proof of Lemma 1.
Step4. By (1), (2) and Lemma 1, we have
k—
(Wth)MzT 2 Anti-; 2 < >< D>( l)h p(jj)Wth for ws e W,n.

[~
In order to rewrite the above expression we need the following

A S

In this proof we use the combinatorial identity (see Riordan [4]).

® ()= 20 ("))
Since <1])><z> <h><§ j) we have
1 e et (AT Y LA
If we set »=p— 7, then we have
Y A A N G -1l Gt 2

k—h
[—h

>Z/Uth.

By (3), the right hand side of the above equation is equal to <h>< > We complete the

proof of Lemma 2.

Now it follows that (w.M,)M/ Z Ansi—i(—1)"" ’( )(? Z)thh for wr€ Wan.

This completes the proof of Proposition 1.
Remark. Easily we can prove Proposition 1 by Peterson’s Result [3]. Peterson’s Result is
the following.

ResuLT. If w,€ Whn and h< l, then WhCi;z:(_l)h_j<j.l>thh,z.

But it seems to me that this method does not apply to the proof of Proposition 2.

3. Application of Proposition 1 to Steiner systems
Let (P, 8) be a t-(v, k, 1) design (Steiner system S(¢, £, v)). Define A, to be the
adjacency matrix, corresponding to ; : That is, A, is the matrix with rows and columns
indexed by blocks, and with (B,, B,) entry equal to 1if | B,N B,| =7 and 0 otherwise. Let
I be the (1o, Ao) identity matrix. Then we have

LEMMA 3. 7 l:?1<?>Ah+<l;>1, for 1=0,....t—1.
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Proof. See Cameron [1].
Now let us prove Proposition 2. Note that
k— k—1
MzAtvlz(/1:5—1_1)<t_?2)>M22+<t_2>M21+CM20.

By Lemmal, szz‘Z(—l)Z_’(?)szz for w,€ W,,. It follows that W,,M, is an eigen-

space for A;_,. Proposition1 shows that W,,.M, is an eigenspace for MM, ({=0, ..., ¢
—2). Using Lemma 3 we obtain that W,,.M, is an eigenspace for A; (i=0,...,t—1).
Thus we complete the proof of Proposition 2.

Remark. Let us give an example of the Steiner systems satisfying the assumption of
Proposition 2.

The example (Cameron [2]) is the non-degenerate Steiner system S(¢, £, v) such that the
sets, B'— B, where B is a fixed block and B’ is any block with |[BNB’|=¢—1, form a
Steiner system S(¢t—1, k—¢+1, v—£) on the points outside B, for all B.
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