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Preface

A complex Finsler metric on a manifold is a smooth assignment of a complex Minkowski

norm on each tangent space, and thus the class of complex Finsler metrics contains Hermi-

tian metrics as a special sub-class. The geometry of complex Finsler manifolds was started

by G.B. Rizza [Ri], and, via the methods of tensor analysis, H. Rund([Ru1], [Ru2]) devel-

oped the theory of connections on a complex manifold endowed with a complex Finsler

metric, and he derived the connection coefficients and presented the equation of geodesics

in close analogue with the real case (see also [Ic2],[Ic3], [Fm], [Ro], [Ai1] and [Ai2]).

The ampleness of holomorphic line bundles is an important notion in algebraic geom-

etry, and this notion is generalized to the case of holomorphic vector bundles of higher

rank(see [Ha], [Ko1]). The geometry of complex Finsler vector bundles becames produc-

tive after S. Kobayashi [Ko1], in which he suggested the importance of complex Finsler

geometry in the study of ampleness of holomorphic vector bundles.

Let π : E →M be a holomorphic vector bundle over a compact complex manifold M .

Denoted by E0 the set of all non-zero elements of E, the multiplicative group C∗ = C\{0}
acts on E0 by scalar multiplication. Then the projective bundle ϕ : P(E) →M associated

with E is defined by P(E) = E0/C∗, and the tautological line bundle L(E) over P(E) is

defined by L(E) = {([v], V ) ∈ P(E)× E | V ∈ [v]}. Then E is said to be negative if L(E)

is negative, i.e., the first Chern class c1(L(E)) is represented a negative real (1, 1)-form.

A holomorphic vector bundle is said to be ample if its dual E∗ is negative. By sending

any point v in E0 to a point ([v], v) ∈ P(E)× E0, we may identify E0 with L(E)0. Thus

any Hermitian metric on L(E) is identified with a complex Finsler metric F on E, and

the first Chern class of L(E) is expressed by c1(L(E)) =

[√
−1

2π
∂̄∂ logF

]
. Using this fact,

Kobayashi [Ko1] showed that the negativity of E is equivalent to the existence of complex

Finsler metric on E such that
√
−1∂̄∂ logF < 0. If E is negative, we can construct a

complex Finsler metric F on E such that
√
−1∂̄∂ logF < 0 (cf. [Ai6], [Ha-Ai]). We note

that, if E is negative, then P(E) is a Kähler manifold. The converse is not true, since if

M is a compact Kähler manifold, then P(E) admits a Kähler metric for any holomorphic
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vector bundle E [Sh-So]. After the epoch-making study[Ko1], many authors investigated

complex Finsler geometry, including [Ab-Pa1], [Ca-Wo], [Wo2], [Ai1] and [Pa]. In [Ai1],

Aikou showed the local expressions of two types of complex Finsler connection. The first

one is the Finsler Hermitian connection which is treated in [Ko1] and the second one is the

complex Rund connection which is treated in [Ru2]. Some special Finsler vector bundles

were also discussed in [Ai2], [Ai3], [Ai4], [Ai7] and [Ai9].

From the expression (3.28) of
√
−1∂̄∂ logF in Sub-section 3.3.1, it follows that the

negativity of E is easier to describe than the ampleness of E from the viewpoint of differ-

ential geometry. Hence, in this thesis, we will investigate negative vector bundles instead

of ample vector bundles, and we shall show some results obtained from Kobayashi’s char-

acterization.

A complex Finsler metric is called a Rizza metric if F is strongly pseudo-convex along

fibers. If a Rizza metric F is given on a holomorphic vector bundle E over a complex

manifold M , then the bundles π : E → M and ϕ : P(E) → M endow the structure of

smooth families of Kähler manifolds. Hence, in this thesis, the author investigates complex

Finsler geometry from the view point of differential geometry of smooth families of Kähler

manifolds.

On the other hand, G. Schumacher [Sc3] has studied the geometry of a smooth family

of compact Kähler-Einstein manifolds, and he showed that his method plays an important

role in the study of moduli spaces of Kähler-Einstein manifolds. His fundamental tool is

the Lie derivation in a horizontal direction. Defining a horizontal distribution from the

smooth family of Kähler-Einstein metrics, he applies the Lie derivation in the horizontal

direction only to relative tensors, i.e., to differentiable families of tensor fields on the fibers.

Such a horizontal distribution is nothing but the complex non-linear connection defined

in [Ai1] if we investigate the geometry of complex Finsler bundle (E,F ), and the Lie

derivation in the horizontal direction induces the notion of partial connection in the sense

of [Ai6]. In this thesis we also apply Lie derivation to smooth families of tensor fields on

the fibers Ez := π−1(z) or Pz = ϕ−1(z).

The purpose of this thesis is to investigate some negativities of holomorphic vector

bundles by using the so-called averaging methods. We say that a holomorphic vector bun-

dle E is Griffiths-negative if E admits a Hermitian metric of negative curvature. Also we

say that E is Rizza-negative if E admits a Rizza metric of negative curvature. To com-

pare these two negativities, we shall introduce the notions of averaged Hermitian metrics

and averaged connections analogous to the real Finsler geometry (see [Ma-Ra-Tr-Ze] and

[To-Et]). The contents of this thesis is as follows.

Chapter 1 is the theory of complex vector bundle. First we shall explain the theory of
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vector bundles in general and the notion of complex vector bundles. Then in Section 1.3

we shall introduce the Hermitian metric and Kähler metric on the complex vector bundle.

In Section 1.4 we explain the theory of the sheaf cohomology for holomorphic vector

bundle over a complex manifold. Next, Section 1.5 discusses about the characterization

of complex line bundles. In the last Section, we list up some vector bundles over complex

projective space.

Chapter 2 will be started by the notion of connection and curvature of connection on

a smooth complex vector bundle. We shall discuss Hermitian connection and curvature of

connection on holomorphic vector bundle. It provides a brief review of Chern classes of

complex vector bundles and the ampleness vector bundles is equivalent to the existence of

Hermitian metrics of positive curvature. This chapter also presents the notion of Ehres-

mann connection and shows that the Ehresmann connection is induced by the Hermitian

connection on a Hermitian bundle.

Chapter 3 presents the notion of complex Finsler metrics and complex Finsler connec-

tions. In Section 3.1, we shall recall the notion of (complex) Minkowski space. Section

3.2 provides the notion of complex Finsler metric on vector bundles and the construction

of Rizza metrics on vector bundles which is determined by a pseudo Kähler metric in

P(E). We also introduce the notion of partial connection in vertical sub-bundle and non

linear connection. Section 3.3 discusses a characterization of negative holomorphic vector

bundles which is given by Kobayashi’s theorem. This section also introduces the notion of

Rizza-negativity of complex vector bundles and provides a construction of Rizza metrics

in negative vector bundles.

Chapter 4 is devoted to the averaged Hermitian metrics and connection on the holomor-

phic vector bundle. In Section 4.1, we consider for a family of compact Kähler manifolds

and introduce the definitions of vertical sub-bundle, horizontal sub-bundle, Hermitian

metric in vertical sub-bundle, and a proposition that gives a basic idea for this research.

Section 4.2 deals the special case of the previous section and apply Lie derivation to a

smooth families of tensor fields on the fiber Pz. Section 4.3 introduces the averaged Her-

mitian structure and averaged connection. The last section discusses an application of the

averaged metric and connection.
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Chapter 1

Complex vector bundles

This first chapter provides the minimum of the theory of vector bundles and sheaf coho-

mology which we need in this thesis.

1.1 Vector bundles

Intuitively a vector bundle over a smooth manifoldM may be regarded as a smooth family

of vector spaces (fibers) parametrized by points of the manifold M . We start with the

general notion of vector bundles.

Definition 1.1. Let E and M be two smooth manifolds with a smooth submersion π :

E → M , and let V be a r-dimensional vector space. Then E is called a vector bundle

of rank r if there exists an open covering U = {U, V, · · · } of M and a family of maps

{φU , φV , · · · } satisfying the following conditions.

(1) Each map φU is a fiber preserving diffeomorphism from π−1(U) onto U × V, i.e.,

π−1(U)
φU−−−−→ U × V

π

y yp
U

Id−−−−→ U

is commutative, where p is the natural projection to the first factor.

(2) The restriction φx := φU π−1(x)
: π−1(x) → {x} × V ∼= V is a linear isomorphism for

every point x ∈ U .

(3) If U ∩V ̸= ∅, the diffeomorphism φU ◦φ−1
V : (U ∩V )×V → (U ∩V )×V sends (x, v)

11



12 CHAPTER 1. COMPLEX VECTOR BUNDLES

to

(φU ◦ φ−1
V )(x, v) = (x, gUV (x)v),

where gUV : U ∩ V → GL(V) is a smooth map which takes values in the general

linear group GL(V) of V.

The group GL(V) is called the structure group of E. For every point x ∈M , the inverse

image π−1(x) := Ex is called the fiber over x. The vector space V which is canonically

linear isomorphic to each fiber Ex is called the canonical fiber. The dimension of V is

called the rank of E and is denoted by rank(E). If rank(E) = 1, then E is called a line

bundle.

The the family {(U,φU )} of the pairs (U,φU ) is called a local trivialization of the

vector bundle, and the mappings {gUV } are called the transition functions of the local

trivializations {(U,φU )}. The transition functions {gUV } for E depend on the open the

local trivialization {(U,φU )}.
Let {(U,φU )} be a local trivialization of a vector bundle E, and let {e1, · · · , er} be a

basis of the canonical fiber V. Defining ej(x) = φ−1
x (ej) for every point x ∈ U , the set

eU = {ei, · · · , er} forms a local field of basis of the fiber Ex over each x ∈ U . The family

{(U, eU )} is called an open covering of E subordinate to the local trivialization {(U,φU )}.
If U ∩ V ̸= ϕ, then eU and eV are related by

eV = eUgUV . (1.1)

The transition funcions {gUV } satisfy the cocycle conditions:

(1) gV U · gUV = Id on U ∩ V ,

(2) gWV · gV U = gWU on U ∩ V ∩W .

Conversely, if a family {gUV } of GL(V)-valued functions gUV satisfying the cocycle

conditions with respect to an open covering U of M , we can construct a vector bundle

with canonical fiber V whose transition functions are the given {gUV }. In fact, we put

E :=
⨿
U∈U

(U × V) / ∼,

where the equivalent relation ∼ is defined by U ×V ∋ (x, ζ) ∼ (x, gUV (x)ζ) ∈ V ×V. For
an equivalent class [x, ζ] ∈ E represented by (x, ζ), we define π([x, ζ]) = x. Then E is a

vector bundle with canonical fiber V.
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Example 1.1. (Trivial bundle) Let V be a vector space. The product space E =M×V
is a vector bundle over M called trivial bundle. The transition function {gUV } for E =

M × V is given by gUV = 1 (identity). □

Example 1.2. Let E and Ẽ be two vector bundles over a smooth manifold M with

canonical fiber V and Ṽ respectively. We can find a common open covering U of M so

that the transition functions relative to U are given by {gUV } and {g̃UV } respectively.

(1) (Direct sum) We define an element GUV of GL(V⊕ Ṽ) by

GUV =

(
gUV O

O g̃UV

)
.

Then we can easily show that the family {GUV } satisfies the cocycle conditions and

so it defines a vector bundle which is denoted by E⊕ Ẽ and called the direct sum of

E and Ẽ.

(2) (Tensor product) We define an element HUV of GL(V⊗ Ṽ) by

HUV (v ⊗ ṽ) = (gUV v)⊗ (g̃UV ṽ) .

Then we can easily show that the family {HUV } satisfies the cocycle conditions and

so it defines a vector bundle which is denoted by E⊗Ẽ and called the tensor product

of E and Ẽ. □

Example 1.3. (Pull-back bundle) Let f be a smooth map from a smooth manifold N

onto a smooth manifold M . Let E be a vector bundle over M with transition functions

{gUV } relative to an open covering U of M and canonical fiber V. We can construct a

vector bundle f∗E over N with the same canonical fiber V by attaching to w ∈ N the

fiber Ef(w) as follows. The pull-back bundle f∗E is defined by

f∗E = {(w, v) ∈ N × E | f(w) = π(v)}

and consider the surjective mapping f∗π : f∗E → N defined by f∗π(w, v) = w. The

following is commutative.

f∗E
f̃−−−−→ E

f∗π

y yπ
N

f−−−−→ M
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The fiber (f∗π)−1(w) over w ∈ N is given by the fiber Ef(w) over f(w) ∈ M . The tran-

sition functions {f∗gUV } of f∗E are given by the pull-back of {gUV }, i.e., (f∗gUV )(w) =
gUV (f(w)) at every point w ∈ f−1(U ∩ V ). □

Example 1.4. (Dual bundle) Let E be a vector bundle over M with canonical fiber V.
We take the dual vector space E∗

x of each fiber Ex of E and define

E∗ =
⨿
x∈M

E∗
x.

Let π : E∗ → M be the natural projection defined by π(E∗
x) = x. Let {gUV } be the

transition function of E. Then we see that the function g∗UV defined by g∗UV = tg−1
UV values

in GL(V∗) and that it satisfies the cocycle conditions. Hence E∗ admits a bundle structure

with canonical fiber V∗ and transition functions {g∗UV }. The vector bundle E∗ is called

the dual bundle of E. □

Let π : E → M and π̃ : Ẽ → M̃ are vector bundles. A smooth map Φ : E → Ẽ is

called a bundle homomorphism over the base map f :M → M̃ such that

(1) π̃ ◦ Φ = f ◦ π, i.e., the diagram

E
Φ−−−−→ Ẽ

π

y yπ̃
M

f−−−−→ M̃

is commutative,

(2) the restriction map Φ|Ex : Ex → Ẽf(x) is linear for every point x ∈M .

A bijective bundle homomorphism Φ : E → Ẽ is called a bundle isomorphism if its inverse

Φ−1 is also a bundle homomorphism and the map f is a diffeomorphism. If there exists a

bundle isomorphism between E and Ẽ, the two bundles are said to be isomorphic.

In the special case where both E and Ẽ are vector bundles over the same base spaceM ,

we denote by Hom(E, Ẽ) the space of all bundle homomorphism from E to Ẽ. Especially,

the notation End(E) denotes the set of all bundle morphism from E to itself.

Let E and Ẽ be vector bundles over M . Then E is said to be isomorphic to Ẽ if there
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exists a bundle isomorphim Φ : E → Ẽ such that its base map is the identity:

E
Φ−−−−→ Ẽ

π

y yπ̃
M

Id−−−−→ M

Let {gUV } and {g̃UV } be the defining cocycles of E and Ẽ respectively, which are adapted

to a common open covering U = {U}. Then E is isomorphic to Ẽ if and only if there exist

smooth maps ΦU : U → GL(r,V) on each U ∈ U such that

g̃UV = ΦUgUV Φ
−1
V (1.2)

on U ∩ V . If E is isomorphic to Ẽ, we write E ∼= Ẽ and we do not distinguish isomorphic

vector bundles.

Definition 1.2. Let π : E →M be a vector bundle. A sub-manifold G of E is said to be

a sub-bundle of E if it satisfies the following conditions.

(1) The restriction π|G : G→M is a vector bundle.

(2) The inclusion ι : G→ E is a bundle homomorphism.

Then we have

Proposition 1.1. Let E and Ẽ be two vector bundles over M and Φ : E → Ẽ a bundle

homomorphism. Then

(1) Im(Φ) := Φ(E) is a sub-bundle of Ẽ.

(2) Ker(Φ) := {v ∈ E | Φ(v) = 0} is a sub-bundle of E.

We denote by 0 simply the trivial bundle M × {0}. Let now Ej (j = 1, · · · , k) be

vector bundles over M and Φj : Ej → Ej+1 (j = 1, · · · , k − 1) a bundle homomorphism.

The sequence

0
ι−→ E1

Φ1−→ E2
Φ2−→ · · · Φk−1−→ Ek −→ 0

is said to be exact if Im(Φj−1) = Ker(Φj) for each j. The following proposition is useful.

Proposition 1.2. Let E, F and G be vector bundles over M . We suppose that the

sequence

0
ι−→ E

Φ−→ F
Ψ−→ G −→ 0
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is exact. Then there exists a splitting λ of the sequence, i.e., there exists a bundle homo-

morphism λ : G→ F such that Ψ ◦λ = IG, where IG is the identity morphism of G. Then

F is isomorphic to the direct sum Im(Φ)⊕ Im(λ).

1.2 Complex vector bundles

In this section we shall introduce the notion of complex vector bundles. Let E be a vector

bundle over a smooth manifold M . Then E is said to be a complex vector bundle if it

satisfies the following conditions:

(1) each fiber Ex is a complex vector space of complex dimension r, i.e., Ex ∼= Cr,

(2) the restriction φx : Ex → {x} × V ∼= Cr is a complex linear isomorphism at every

point x ∈ U .

The transition functions gUV : U ∩ V → GL(V) take values in GL(V) ∼= GL(r,C).
If π : E →M is a complex vector bundle, there exists an endomorphism JE ∈ End(E)

defined by JEs =
√
−1s. The endomorphism JE is called the complex structure of E, since

it satisfies

JE ◦ JE = −IE . (1.3)

Conversely, if a real vector bundle of even rank has a complex structure JE , E becomes

a complex vector bundle by defining

(a+
√
−1b)s = (aIE + bJE)s

for every s ∈ E, where IE ∈ End(E) is the identity morphism of E.

If the base manifold M is a complex manifold, then there exists a special class of

complex vector bundles.

Definition 1.3. A complex vector bundle E over a complex manifold M is called a

holomorphic vector bundle if it admits local trivializations {(U,φU )} whose transition

functions gUV : U ∩ V → GL(r,C) are holomorphic. In the case of r = 1, the bundle E is

called a holomorphic line bundle.

Example 1.5. (Holomorphic tangent bundle) Let M be a complex manifold. Let Op

be the germ of holomorphic function defined on a neighborhood of a point p ∈ M , which

is identified with the ring C[z1, · · · , zm] of convergent power series of z1, · · · , zm. Here we
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assume that p = (0, · · · , 0) via a cubic coordinate system (∆n, (z1, · · · , zm)) centered at

the origin (0, · · · , 0).

We denote by T 1,0
p M the vector space of derivations D : Op → C, where D is said to

be a derivation if it is complex linear and satisfies Leibniz’s rule:

D(f · g) = f(z)Dg + g(z)Df.

For all f ∈ Op we have f(z) = f(p) + (linear term) + h(z), where h(z) involves higher

order terms. Since Dh = 0, we have

D =
∑
α

vα
(

∂

∂zα

)
p

for (v1, · · · , vm) ∈ Cm defined by vα = Dzα ∈ C (α = 1, · · · ,m). Hence we have an

isomorphism T 1,0
p M ∼= Cm. We put

TM =
⨿
p∈M

T 1,0
p M

with the natural projection π : T 1,0M →M defined by π(T 1,0
p M) = p.

We shall introduce a complex structure on TM so that the projection π is a holomorphic

submersion. The topology of TM is defined by the standard method so that π is continuous.

Let U be an open covering of M . We introduce an open covering of TM by Ũ = {π−1(U)}.
Let zU = (z1U , · · · , zmU ) be a complex coordinate on U ∈ U . We define φ̃U : π−1(U) →
U × Cn by

φ̃U (D) = (p,


v1U
...

vmU

) := (p, (vαU ))

for D =
∑
vαU (∂/∂z

α
U )p ∈ T 1,0

p M . Then for each U ∈ U , these mappings φ̃U are homeo-

morphisms, and by definition, the coordinate change on π−1(U ∩ V ) is given by

φ̃U ◦ φ̃−1
V : (p, (vαV )) →

p,
∑

β

∂zαU

∂zβV
(p)vβV

 .

Thus the transition cocycle is given by the Jacobian of the coordinate change of the base

manifold M , and hence TM is a holomorphic vector bundle over M . TM is called the

holomorphic tangent bundle of M .
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Let TRM be the real tangent bundle of M . The complex structure J ∈ End(TRM) on

M is naturally extended to its complexification TRM⊗C. Since J◦J = −I, the eigenvalues
of J are ±

√
−1, and the vector space T 1,0

p M and its conjugate T 1,0
p M are eigenspaces

corresponding
√
−1 and −

√
−1 respectively. Then we obtain the decomposition of TRM

as follows:

TRM ⊗ C = TM ⊕ TM . (1.4)

The bundle TM =
⨿
p∈M

T 1,0
p M is called the anti-holomorphic tangent bundle of M . □

Example 1.6. (Holomorphic cotangent bundles) Let M be a complex manifold. For

the holomorphic tangent space T 1,0
p M at a point p ∈M , we denote by ΩM,p the dual space

of T 1,0
p M . We set

ΩM :=
⨿
p∈M

ΩM,p,

and define the projection π : ΩM → M by π (ΩM,p) = p. Then π : ΩM → M is also

a holomorphic vector bundle of rank m called the holomorphic cotangent bundle of M .

According to the decomposition (1.4), we also obtain the decomposition

TRM
∗ ⊗ C = ΩM ⊕ ΩM .

□

Example 1.7. (Canonical line bundle) LetM be a complex manifold of dimCM = m.

For the holomorphic cotangent bundle ΩM , the line bundle KM defined by

KM := ∧mΩM

is called the canonical line bundle of M . □

For later use we define the notion of sections of vector bundles.

Definition 1.4. Let π : E → M be a complex vector bundle over M . A smooth map

s : M → E satisfying π ◦ s = id is called a section of E. A collection eU = (e1, · · · , er) of
local sections ej : U → E on U ⊂M is called a frame field on U if {e1(x), · · · , er(x)} is a

basis of Ex at each point x ∈ U .

Let A(U) be the set of all C-valued smooth functions on an open set U ⊂ M . If we

take a local frame field eU = (e1, · · · , er) on U , any section s of E is expressed uniquely in

the form s =
∑
ζjej for some r(= rankE) smooth C-valued functions ζj ∈ A(U), where
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(ζ1, · · · , ζr) is called the component of s with respect to {(U, eU )}. The correspondence

φU : π−1(U) ∋ s→
(
x, (ζ1, · · · , ζr)

)
∈ U ×V defines a local trivialization {(U,φU )} of E.

1.3 Hermitian metrics and Kähler metrics

Let E be a complex vector bundle over M .

Definition 1.5. A Hermitian metric h on E is a smooth field of Hermitian inner product

on the fibers of E, i.e.,

(H1) h(s, t) is complex linear in s, where s, t ∈ Ez,

(H2) h(s, t) = h(t, s),

(H3) h(s, s) ≥ 0, and the equality holds if and only if s = 0,

(H4) h(s, t) is a smooth function on M if s, t ∈ A(E).

The pair (E, h) is called a Hermitian vector bundle.

Given a local frame field eU = (e1, · · · , er) on U , we set hij̄(z) = h(ei, ej) (1 ≤ i, j ≤ r).

The matrix (hij̄) is Hermitian, i.e., hij̄ = hjī. Further (hij̄) is positive-definite, i.e.,∑
hij̄(z)ζ

iζj ≥ 0 and the equality holds if and only if ζ1 = · · · = ζr = 0.

Since h is Hermitian metric, there exists an open covering {(U, eU )} of E such that

hij̄ = δij̄ . Such a frame field eU is called a unitary frame field. If we take an open

covering {(U, eU )} consisting of unitary frame fields eU , the transformation law show that

the transition functions gUV take values in the unitary matrix U(r). Thus the structure

group GL(V) = GL(r,C) is reducible to U(r) if E admits a Hermitian metric. Conversely

E admits a Hermitian metric if its structure group GL(r,C) is reducible to U(r).

Remark 1.1. Given a complex vector bundle E, we can introduce a Hermitian metric h

on E. Hence the structure group GL(r,C) of a complex vector bundle is always reducible

to U(r). □

Let M be a complex manifold. If a Hermitian metric g is given on the holomorphic

tangent bundle TM , then (M, g) is called a Hermitian manifold. For the local frame filed{
∂

∂z1
, · · · , ∂

∂zm

}
, the metric g is given by the m×m matrix

gαβ̄(z) := g

(
∂

∂zα
,
∂

∂zβ

)
.
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We define a real (1, 1)-form Πg by

Πg :=

√
−1

2

∑
gαβ̄(z)dz

α ∧ dz̄β. (1.5)

We can always define a Hermitian metric on M , but Πg is not closed generally.

Definition 1.6. A Hermitian manifold (M, g) is called a Kähler manifold if dΠg = 0.

Such a metric g is called a Kähler metric on M .

In a local coordinate (z1, · · · , zm) on U ⊂M , Πg is closed if and only if

∂gαβ̄
∂zγ

=
∂gγβ̄
∂zα

,
∂gαβ̄
∂z̄γ

=
∂gαγ̄
∂z̄β

. (1.6)

In a Kähler manifold (M, g), the form Πg is closed real two-form. By Poincaré lemma,

there exists a local one-form φU satisfying Πg = dφU . Since φU is real one-form, we can

put φU = ψU +ψU . Here ψU is (0, 1)-type. Since Πg is of (1, 1)-type and Πg = (∂+ ∂̄)φU ,

we have

∂ψU = 0, ∂̄ψU = 0, Πg = ∂ψU + ∂̄ψU .

Since ∂̄ψU = 0, by Dolbeault’s lemma, there exists a function fU defined on U such that

ψU = ∂̄fU . Further we have

Πg = ∂ψU + ∂̄ψ̄U = ∂∂̄fU + ∂̄∂f̄U = ∂∂̄(fU − fU ),

since ψU = ∂̄fU = ∂fU . If we put KU =
√
−1(fU − fU ), then KU is a local real function,

and Πg is given by

Πg =
√
−1∂∂̄KU (1.7)

and the matrix gαβ̄ can be written as

gαβ̄(z) =
∂2KU

∂zα∂z̄β
. (1.8)

The local function KU is called a Kähler potentials.

Conversely, if a metric g on M is given by this form, then its Kähler form Πg is closed.

Remark 1.2. The Kähler potentials {KU} of a Kähler manifold (M, g) are locally de-

fined, and the Kähler form Πg can be written as Πg|U =
√
−1∂∂̄KU on each U . Then

√
−1∂∂̄KU =

√
−1∂∂̄KV implies

√
−1∂∂̄ (KV −KU ) = 0, i.e., KV −KU is pluri-harmonic.

If we put ΨUV := ∂̄(KV −KU ), then since ∂ΨUV = 0 and ∂̄ΨUV = 0, there exists a function
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fUV on U ∩ V satisfying

ΨUV = dfUV = ∂fUV + ∂̄fUV .

Since ΨUV is (0, 1)-form, ∂fUV = 0 shows that fUV is anti-holomorphic. Hence ∂̄(KV −
KU −fUV ) = 0, and gUV := KV −KU −fUV is a holomorphic function. Since KV −KU =

fUV + gUV is real, and thus if we put kUV = (fUV + gUV )/2, we have

KV −KU = kUV + kUV

for a holomorphic function kUV . □

Example 1.8. (Riemann surface) Let M be a Riemann surface. M has the structure

of smooth manifold of real dimension two. Since such a manifold is conformally flat, M

admits a Riemannian metric ds2 in the form ds2 = f2(dx⊗ dx+ dy ⊗ dy) for some local

function f . Since dz = dx +
√
−1dy and dz̄ = dx −

√
−1dy, the metric ds2 is written as

ds2 = f2dz⊗dz̄. The Kähler form Πg is given by Πg =
√
−1f2dz∧dz̄. Since dimCM = 1

the form Πg is closed, and so any Riemannian surface is a Kähler manifold. □

1.4 Sheaf cohomology

Let F be a sheaf of abelian groups over M , and U = {Uj} a locally finite covering of M .

In the sequel we use the notation Γ (Uj ,F) for the set of sections of F over Uj . For every

collection of indices (i0, · · · , in) we put Ui0···in := Ui0 ∩ · · · ∩ Uin and

Cq(U ,F) :=
{
fi0···iq ∈ Γ (Ui0···iq ,F)

}
.

An element {fi0···iq} of Cq(U ,F) is called a q-cochain of F . We define the coboundary

operator ν : Cq(U ,F) → Cq+1(U ,F) by

{ν(f)}i0···iq :=

q+1∑
k=0

(−1)kρ
(
fi0···îk···iq+1

)
,

where îk denotes the deletion of the index ik and ρ is the restriction map to the sub-

set Ui0···iq ⊂ Ui0···îk···iq+1
. By direct calculations, it is proved that ν ◦ ν = 0, and thus

{Cq(U ,F), ν} is a complex:

0 −→ C0(U ,F)
ν−→ C1(U ,F)

ν−→ · · · ν−→ Cq(U ,F)
ν−→ · · ·.
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This complex is not necessary exact. The exactness of this complex is informed by coho-

mology groups. We setZq(U ,F) := ker(ν) = {f ∈ Cq(U ,F) | ν(f) = 0} ,

Bq(U ,F) := Im(ν) =
{
ν(f) | f ∈ Cq−1(U ,F)

}
and B0(U ,F) = {0}.

Since ν ◦ ν = 0, Bq(U ,F) is a submodule of Zq(U ,F). Then the quotient group

Ȟq(U ,F) :=
Zq(U ,F)

Bq(U ,F)

is called the q-th cohomology group with respect to the covering U .

Lemma 1.1. We have Ȟ0(U ,F) ∼= Γ (M,F), i.e., Ȟ0(U ,F) consists of global sections of

the sheaf F .

Proof. By definition Ȟ0(U ,F) = Z0(U ,F). We have ν{fi} = fj − fi = 0 on Ui ∩ Uj
for {fi} ∈ Z0(U ,F). Hence we have fi = fj on Ui ∩ Uj which shows that {fi} is a global

section of F .

Conversely, we define a zero-cochain {fi} by fi = f |Ui for any f ∈ Γ (M,F). Since f

is global, we have fi = fj on Ui ∩ UJ , and thus we have ν{fi} = 0. Consequently any

element of Γ (M,F) defines an element of Z0(U ,F).

Q.E.D.

We denote by U the collection of all locally finite open coverings of M . We define a

preorder ” < ” on U by U < V if V is a refinement of U . By this preorder the collection U

is a directed set. Let U ,V ∈ U be two locally finite open covering, and πUV : Cq(U ,F) →
Cq(V,F) be its restriction morphism. Then the following is commutative diagram at each

stage:

· · · ν−−−−→ Cq(U ,F)
ν−−−−→ Cq+1(U ,F)

ν−−−−→ · · ·

πU
V

y πU
V

y
· · · ν−−−−→ Cq(V,F)

ν−−−−→ Cq+1(V,F)
ν−−−−→ · · · .

This commutative diagram implies

πUV (Zq(U ,F)) ⊂ Zq(V,F), πUV (Bq(U ,F)) ⊂ Bq(V,F)

for every q. Thus it also induces a morphism πUV : Ȟq(U ,F) → Ȟq(V,F).
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Definition 1.7. The q-th cohomology group Ȟq(M,F) with coefficient sheaf F is defined

by the direct limit

Ȟq(M,F) = lim
→
U

Ȟq(U ,F). (1.9)

Lemma 1.1 implies

Ȟ0(M,F) ∼= Γ (M,F). (1.10)

Let φ : F → G be a morphism of sheaves of abelian groups. Each φU : Γ (U,F) →
Γ (U,G) induces morphisms φ : Cq(U ,F) → Cq(U ,G) which sends a cochain {fi0···iq} to

{φ
(
fi0···iq

)
}. From the commutativity φ ◦ ν = ν ◦φ, the sheaf morphism φ sends cocycles

to cocycles and coboundaries to coboundaries. Therefore the sheaf morphism φ : F → G
induces the morphism of cohomology groups φ : Hq(U ,F) → Ȟq(U ,G). Let V be a

refinement of U . Then the commutative diagram

Ȟq(U ,F)
φ−−−−→ Ȟq(U ,G)

πU
V

y πU
V

y
Ȟq(V,F)

φ−−−−→ Ȟq(V,G)

induces a morphism φ : Ȟq(M,F) → Ȟq(M,G) of cohomology groups.

Let

0 −−−−→ F ι−−−−→ G φ−−−−→ H −−−−→ 0

be a short exact sequence of abelian groups overM which implies the short exact sequence

0 −−−−→ Cq(U ,F)
ιq−−−−→ Cq(U ,G) φq

−−−−→ Cq(U ,H) −−−−→ 0.

For any [h] ∈ Ȟq(M,H) with h ∈ Zq(U ,H), we choose a refinement V > U and g ∈
Cq(V,G) such that πUV (h) = φq(g) if we need.

Cq(U ,G) φq

−−−−→ Cq(U ,H) ∋ h

πU
V

y πU
V

y
Cq(V,G) ∋ g

φq

−−−−→ Cq(V,H) ∋ φ(g)

Then, since ν(h) = 0, we obtain

φq+1(ν(g)) = ν(φq(g)) = ν(πUV (h)) = πUV (ν(h)) = 0.

Thus ν(g) comes from Cq+1(V,F), i.e., there exists f ∈ Cq+1(V,F) such that ν(g) =
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ιq+1(f).

0 −−−−→ 0 −−−−→ 0y y y
Cq(V,F)

ν−−−−→ Cq+1(V,F) ∋ f
ν−−−−→ Cq+2(V,F) ∋ ν(f)

ιq
y ιq+1

y ιq+2

y
Cq(V,G) ∋ g

ν−−−−→ Cq+1(V,G) ∋ ν(g)
ν−−−−→ Cq+2(V,G) ∋ 0

φq

y φq+1

y φq+2

y
Cq(V,H) ∋ h

ν−−−−→ Cq+1(V,H) ∋ 0
ν−−−−→ Cq+2(V,H)y y y

0 −−−−→ 0 −−−−→ 0

Further we obtain

(ιq+2 ◦ ν)(f) = (ν ◦ ιq+1)(f) = ν(ν(g)) = 0.

Since ιq+2 is injective, we have ν(f) = 0, i.e., f ∈ Zq+1(V,F). Hence f defines a coho-

mology class [f ] ∈ Ȟq+1(U ,F). Then we define ν∗ : Ȟq(U ,H) → Ȟq+1(U ,F) by

ν∗([h]) = [f ]

whch induces a morphism ν∗ : Ȟq(M,H) → Ȟq+1(M,F) (q ≥ 0).

Definition 1.8. The morphism ν∗ : Ȟq(M,H) → Ȟq+1(M,F) is called the connecting

morphism.

The following theorem is basic in cohomology theory.

Theorem 1.1. Given a short exact sequence 0 → F → G → H → 0 of sheaves over M ,

there arises a long exact sequence of cohomology groups:

· · · −→ Ȟq−1(M,H)
ν∗−→ Ȟq(M,F) −→ Ȟq(M,G) → Ȟq(M,H)

ν∗−→ · · · .

Let E be a holomorphic vector bundle over a complex manifold M . We denote by

Γ (U,E) the set of all sections of E over an open set U . Then, for any s, t ∈ Γ (U,E), we

define (s+ t)(x) := s(x) + t(x) and (f · s)(x) := f(x)s(x) for every smooth function f at

each x ∈ U . The collection {Γ (U,E)} (U ∈ U) forms a sheaf A(E) of germs of smooth

sections of E. We also denote by O(E) the sheaf of germs of holomorphic sections of E.



1.4. SHEAF COHOMOLOGY 25

Remark 1.3. From (1.10) we have Ȟ0(M,A(E)) = Γ (M,E). Since the structure sheaf A
of any smooth manifoldM is fine, the sheaf A(E) is fine. Then Ȟq(M,A(E)) = 0 (q ≥ 1).

On the other hand, if E is a holomorphic vector bundle over a complex manifold M , the

sheaf O(E) of germs of holomorphic sections is not fine, since the structure sheaf O is not

fine. □

Let E be a holomorphic vector bundle of rank r over a compact Hermitian manifold

M . We denote by Ap,q(E) the sheaf of germs of E-valued smooth (p, q)-forms. Any section

φ of Ap,q(E) is of the form φ =
∑
ei ⊗ φi for some φi ∈ Ap,q. The Dolbeault operator ∂̄

is extended to ∂̄ : Ap,q(E) → Ap,q+1(E) by

∂̄φ =
∑

ei ⊗ ∂̄φi.

Since E is holomorphic, this definition is well-defined.1 Denoted by Ωp(E) the sheaf of

germs of E-valued holomorphic p-forms, a fine resolution of Ωp(E) is given by

0 −→ Ωp(E)
ι−→ Ap,0(E)

∂̄−→ Ap,1(E)
∂̄−→ Ap,2(E)

∂̄−→ · · · .

Then we have the Dolbeault theorem for E-valued holomorphic forms:

Ȟp(M,Ωq(E)) ∼= Hp,q

∂̄
(M,E), (1.11)

where (p, q)-th Dolbeault cohomology group Hp,q

∂̄
(M,E) is defined by

Hp,q

∂̄
(M,E) :=

ker
{
∂̄ : Γ (M,Ap,q(E)) → Γ (M,Ap,q+1(E))

}
∂̄Γ (M,Ap,q−1(E))

.

We shall state Hodge’s theorem for holomorphic vector bundles. If a Hermitian metric

h is given on E, then its dual E∗ admits a natural Hermitian metric. Then Hodge star

operator ∗ : Ap,q → An−p,n−q is extended to ∗ : Ap,q(E) → An−p,n−q(E∗) by ∗φ :=∑(
∗φi
)
⊗ e∗i , where {e∗i } is the dual frame field of {ei}. Then an inner product ⟨·, ·⟩ on

Ap,q(E) is defined by

⟨φ,ψ⟩ =
∫
M
φ ∧ ∗ψ.

With respect to this metric, the space Ap,q(E) is a pre-Hilbert space. The formal adjoint

∂̄∗ : Ap,q(E) → Ap,q−1(E) is defined by ∂̄∗ = −
(
∗ ◦ ∂̄ ◦ ∗

)
, and the ∂̄-Laplacian ∆ :

1If E is a complex vector bundle, the operator ∂̄ is not well-defined, since we can not use any holomorphic
frame field eU on U . Even if E is holomorphic, we can not define ∂φ by ∂φ =

∑
ei ⊗ ∂φi.
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Ap,q(E) → Ap,q(E) is also defined by ∆ = ∂̄ ◦ ∂̄∗ + ∂̄∗ ◦ ∂̄. We set

Hp,q(E) = ker {∆ : Ap,q(E) → Ap,q(E)} = {φ ∈ Ap,q(E);∆φ = 0} .

Then there exists an operator G : Ap,q(E) → Hp,q(E)⊥ such that G is commutative with

the both ∂̄ and ∂̄∗, and moreover Hodge’s decomposition holds:

Ap,q(E) = Hp,q(E)⊕∆G (Ap,q(E)) .

Theorem 1.2. (Hodge’s Theorem) Let E be a holomorphic vector bundle over a com-

pact Hermitian manifold M . Then dimCHp,q(E) < +∞ and the following isomorphism

holds:

Hp,q(E) ∼= Hp,q

∂̄
(M,E) ∼= Ȟq(M,Ωp(E)).

1.5 Line bundles

Let L and L̃ be complex line bundles over a smooth manifold M . With respect to an

open covering U of M , we denote by {(U,φU )} and {(U, φ̃U )}) the local trivialization of

L and L̃ respectively. Then L and L̃ are isomorphic if and only if there exists a smooth

function ΦU : U → A∗ satisfying g̃UV = ΦU · gUV · ΦV −1, where {gUV } ∈ Z1(U ,A∗) and

{g̃UV } ∈ Z1(U ,A∗) denote the transition functions of L and L̃ respectively, and A∗ is the

multiplicative sheaf of germs of non-vanishing complex-valued smooth functions on M .

From

g̃UV · g−1
UV =

ΦV
ΦU

we have {g̃UV ·g−1
UV } = {ν(Φ)}UV . Hence the cocycles {gUV } and {g̃UV } define a cohomol-

ogy class in Ȟ1(M,A∗). Consequently the set of isomorphic class of complex line bundles

is naturally identified with the cohomology group Ȟ1(M,A∗):

{Complex line bundles}/{isomorphic} ∼= Ȟ1(M,A∗).

Thus there exists a one-to-one correspondence between the set of all equivalent classes of

complex line bundles over M and the cohomology group Ȟ1(M,A∗).

Proposition 1.3. The equivalence class of complex line bundles over a smooth manifold

M is naturally identified with the cohomology group Ȟ1(M,A∗).



1.5. LINE BUNDLES 27

Remark 1.4. If M is a complex manifold, replacing the sheaf A∗ by O∗, the equivalence

class of holomorphic line bundles over a complex manifold M is naturally identified with

the cohomology group Ȟ1(M,O∗):

{Holomorphic line bundles}/{isomorphic} ∼= Ȟ1(M,O∗).

Under this identification, we can consider Ȟ1(M,O∗) as an abelian group by defining

(1) [L] · [L̃] = [L⊗ L̃],

(2) [L]−1 = [L∗]

for all [L], [L̃] ∈ Ȟ1(M,O∗). This abelian group Ȟ1(M,O∗) is called the Picard group of

M , and is sometimes denoted by Pic(M). □

Let M be a smooth manifold. We are concerned with the exponential sequence of

sheaves

0 −→ Z i−→ A e−→ A∗ −→ 0, (1.12)

where e : A → A∗ is defined by e(f) = exp(2π
√
−1f). This short sequence induces the

long exact sequence of cohomology groups

· · · −−−−→ Ȟ1(M,A) −−−−→ Ȟ1(M,A∗)
ν∗−−−−→ Ȟ2(M,Z) −−−−→ Ȟ2(M,A) −−−−→ · · · .

Since A is a fine sheaf, we have Ȟ1(M,A) = Ȟ2(M,A) = 0, and thus the connecting map

ν∗ : Ȟ1(M,A∗) ∋ [L] → ν∗([L]) ∈ Ȟ2(M,Z) is an isomorphism. Therefore we obtain the

identification

Ȟ1(M,A∗) ∼= Ȟ2(M,Z). (1.13)

Hence any complex line bundle L over M is determined by the class ν∗([L]) ∈ Ȟ2(M,Z).

Definition 1.9. The class c1(L) ∈ Ȟ2(M,Z) defined by

c1(L) = −ν∗([L]). (1.14)

is called the first Chern class of L.

Therefore the first Chern class c1(L) defines a characterization of complex line bundles.

Proposition 1.4. If c1(L) = c1(L̃), then L̃ is isomorphic to L as a complex line bundle.
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If L is a holomorphic line bundle over a complex manifoldM , the exponential sequence

of sheaves

0 −→ Z i−→ O e−→ O∗ −→ 0, (1.15)

induces the long exact sequence of cohomology groups

· · · −→ Ȟ1(M,O) −→ Ȟ1(M,O∗)
ν∗−→ Ȟ2(M,Z) −→ Ȟ2(M,O) −→ · · · .

The first Chern class c1(L) of a holomorphic line bundle L is also defined by (1.14) for the

connecting map ν∗ : Ȟ(M,O∗) → Ȟ2(M,Z). Then we obtain

Proposition 1.5. Let L and L̃ be two holomorphic line bundles over a compact complex

manifold M . If L is isomorphic to L̃, then we have c1(L) = c1(L̃) in Ȟ
2(M,Z).

Remark 1.5. Since the sheafO is not fine, ν∗ : Ȟ1(M,O∗) → Ȟ2(M,Z) is not isomorphic.

Thus the converse of Proposition 1.5 is no true. □

1.6 Vector bundles over complex projective spaces

In this section, we shall list up some vector bundles over the projective space Pn for later

discussions. Let ρ : Ĉn+1 → Pn denote the natural projection, where Ĉn+1 := Cn+1 \ {0}.
For the natural coordinate system (ζ0, ζ1, · · · , ζn) on Cn+1, we shall write the projection

as ρ(ζ0, ζ1, · · · , ζn) = [ζ0 : ζ1 : · · · : ζn]. Then ρ : Ĉn+1 → Pn is a C∗-bundle.

If we set Ui :=
{
[ζ0 : · · · : ζn] ∈ Pn ζi ̸= 0

}
, the collection U = {Ui}0≤i≤n is an open

covering of Pn.

Example 1.9. (Tangent bundle and Fubini-Study metric) Setting ηi = ζi/ζ0 (i ̸= 0)

on U0, the projection ρ is a submersion given by ρ(ζ0, ζ1, · · · , ζn) = (η1, · · · , ηn) on U0,

and the derivative dρ is given by

• If i ≥ 1, then

dρ

(
∂

∂ζi

)
=

n∑
l=1

∂(ζ l/ζ0)

∂ζi
∂

∂ηl
=

n∑
l=1

δli
ζ0

∂

∂ηl
=

1

ζ0
∂

∂ηi

• If i = 0, then

dρ

(
∂

∂ζ0

)
=

n∑
l=1

∂ηl

∂ζ0
∂

∂ηl
=

n∑
l=1

(
− ζ l

(ζ0)2

)
∂

∂ηl
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Hence we have

dρ

(∑
i

ζi
(
∂

∂ζi

))
= 0, (1.16)

and thus the holomorphic tangent bundle TPn over Pn is spanned by{
dρ

(
∂

∂ζ0

)
, · · · , dρ

(
∂

∂ζn

)}
with the relation (1.16). If we put

E =
∑

ζi
(
∂

∂ζi

)
,

the line bundle ker(dρ) is spanned by E . In deed

dρ

(
n∑
i=0

Xi ∂

∂ζi

)
=

r∑
l=1

1

ζ0

(
X l −X0 ζ

l

ζ0

)
∂

∂ηl

implies

n∑
i=0

Xi ∂

∂ζi
∈ ker(dρ) ⇐⇒ X0

ζ0
ζ l

ζ0
=
X l

ζ0

⇐⇒ X0 : X1 : · · · : Xn = ζ0 : ζ1 : · · · : ζn

⇐⇒
n∑
i=0

Xi ∂

∂ζi
= λ

n∑
i=0

ζi
∂

∂ζi
= λ · E

We shall show that the natural Hermitian metric ⟨•, •⟩ on Cn+1 induces a Kähler

metric on Pn. We define a Hermitian metric δ on TζĈn+1 by

δ =
1

∥E∥2
∑

dζi ⊗ dζ̄i,

where we put ∥E∥ =
√

⟨E , E⟩ =
∑∣∣ζi∣∣2. Denoted by µ : C∗ × Ĉn+1 ∋ (λ, ζ) 7−→ λ · ζ :=

µλ(ζ) ∈ Ĉn+1 the action of the multiplicative group C∗ := C\{0} on Ĉn+1, the Hermitian

metric δ is invariant by the action µ, i.e., µ∗λδ = δ for any λ ∈ C∗. Therefore there exists

a Hermitian metric g on TPn such that δ = ρ∗g.

Let E⊥
ζ be the δ-orthogonal complement of E in TζĈn+1. We denote by p : TζĈn+1 →
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E⊥
ζ the orthogonal projection, i.e.,

p(Y ) = Y − δ(Y, E) E := Y ⊥.

Since ker(dρ) is spanned by E , each E⊥
ζ is naturally identified with T[ζ]Pn, where [ζ] = ρ(ζ).

E⊥
ζ T[ζ]Pn

TζĈn+1

-

@
@
@
@@R

�
�

�
��	

p dρ

∼=

Further there exists Y ∈ TζĈn+1 for any Ỹ ∈ T[ζ]Pn such that Ỹ is identified with Y ⊥,

since dρζ : TζĈn+1 → T[ζ]Pn is surjective. Then a Hermitian metric g on Pn is defined by

ρ∗g(Ỹ , Z̃) = δ
(
Y ⊥, Z⊥

)
=

1

∥E∥2
⟨
Y − δ(Y, E)E , Z − δ(Z, E)E

⟩
=

1

∥E∥4
[
⟨E , E⟩⟨Y, Z⟩ − ⟨Y, E⟩⟨E , Z⟩

]
.

Thus g is given by

g =
∥E∥2

∑
dζi ⊗ dζ̄i −

(∑
ζ̄idζi

)
⊗
(∑

ζjdζ̄j
)

∥E∥4

and the form Πg associated with g is given by

Πg =

√
−1

2

∥E∥2
∑
dζi ∧ dζ̄i −

∑
ζ̄idζi ∧ ζidζ̄i

∥E∥4

=

√
−1

2

(|ζ0|2 + |ζ1|2 + · · ·+ |ζr|2)
∑
dζi ∧ dζ̄i −

∑
ζ̄idζi ∧ ζidζ̄i

(|ζ0|2 + |ζ1|2 + · · ·+ |ζr|2)2

=

√
−1

2

(1 + |η1|2 + · · ·+ |ηr|2)
∑
dηi ∧ dη̄i −

∑
η̄idηi ∧ ηidη̄i

(1 + |η1|2 + · · ·+ |ηr|2)2

=

√
−1

2

(1 + ∥η∥2)
∑
dηi ∧ dη̄i −

∑
η̄idηi ∧ ηidη̄i

(1 + ∥η∥2)2

=

√
−1

2
∂∂̄ log(1 + ∥η∥2)

which is nothing but the Fubini-Study metric ΠFS . □
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Example 1.10. (Hyperplane bundle) Let F = F (ζ0, · · · , ζn) be a homogeneous poly-

nomial of degree k on Ĉn+1, and V (F ) the zero-set of F :

V (F ) =
{
(ζ0, · · · , ζn) ∈ Ĉn+1 F (ζ0, · · · , ζn) = 0

}
.

For the natural projection ρ : Ĉn+1 → Pn, the subset Z = ρ (V (F )) ⊂ Pn is called a

analytic hypersuface of degree k. A hyplerplane is a hypersurface of degree one, and a

hyperquadric is a hypersurface of degree two. For a hypersurface Z of degree k, we set

Z ∩ Ui =

{
[ζ0 : · · · : ζn] ∈ Ui Ri :=

F (ζ0, · · · , ζn)
(ζi)k

= 0

}
.

Then we have
Ri
Rj

=

(
ζj

ζi

)k
∈ O∗(Ui ∩ Uj),

and therefore {Ri} defines a holomorphic line bundle over Pn with the transition functions

hk(ij)(ζ) =

(
ζj

ζi

)k
with respect to the open covering U = {Ui}. Such a line bundle is usually denoted by

O(k). In particular, any hypersurface H = V (F ) defined by a polynomial F of degree one

is isomorphic to Ĉn+1, and it defines the line bundle O(1). We denote this line bundle by

H, and we call H the hyperplane bundle over Pn. It is trivial that the k-th tensor power

of H is given by O(k) := H⊗k. All hyperplanes are linearly equivalent to each other as

divisors so that H is well-defined (In fact, the line bundle H is defined by the transition

functions h(ij) := h1(ij) which is independent of the choice of polynomial F (ζ)).

For a homogeneous polynomial F of degree k on Ĉn+1, we set sFi ([ζ]) := Ri([ζ]) =

F (ζ0, · · · , ζn)/
(
ζi
)k

on the open set Ui. Then, on the intersection Ui ∩ Uj ̸= ϕ, we have

sFi = sFj · hk(ij)([ζ]).

Therefore sF =
{
sFi
}
defines a global holomorphic section of the line bundle H⊗k. It is

trivial that the zero set
{
[ζ] = [ζ0 : · · · : ζn] ∈ Pn sF ([ζ]) = 0

}
is given by F (ζ0, · · · , ζn) =

0. Therefore an analytic hyersurface is defined as the zero set of a global section sF of

H⊗k.

Conversely, let s = {si} be an arbitrary global holomorphic section of H⊗k. Then s
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satisfies si([ζ]) = sj([ζ]) · hk(ij)([ζ]) on Ui ∩ Uj , i.e.,(
ζj
)k · sj([ζ0 : · · · : ζk]) = (ζi)k · si([ζ0 : · · · : ζk]).

This shows that

F (ζ0, · · · , ζn) :=
(
ζi
)k · si([ζ0 : · · · : ζk])

defines a holomorphic function F on Ĉn+1 satisfying homogeneity condition F (λ · ζ) =

λk · F (ζ). Therefore F must be a homogeneous polynomial of degree k. □

Proposition 1.6. The space Γ
(
H⊗k) of global holomorphic sections of H⊗k is identified

with the space of homogeneous polynomials of degree k.

Example 1.11. (Tautological line bundle) Let L be the disjoint union of lines in Cn+1.

For a line lζ defined by vector ζ ∈ Ĉn+1, we define π : L → Pn by π(lζ) = ρ(ζ), where

ρ : Ĉn+1 → Pn is the natural projection. In another way, L is defined by

L =
{
([ζ], V ) ∈ Pn × Cn+1 | ζ ∈ V

}
.

The fiber π−1([ζ]) over [ζ] = lζ ∈ Pn is given by the line lζ ⊂ Cn+1.

We show that π : L → Pn is a holomorphic line bundle. Since any point of L is

represented uniquely in the form

(tζ0, · · · , tζn) = t(ζ0, · · · , ζn) ∈ Cn+1

for (ζ0, · · · , ζn) ∈ Ĉn+1 and t ∈ C, we have

π−1(Uj) =
{
t(ζ0, · · · , ζn) ∈ Cn+1 | t ∈ C, ζj ̸= 0

}
on Uj . If we set tj = tζj on π−1(Uj), then tj is uniquely determined by the element

in π−1(Uj). Then, since t(ζ0, · · · , ζn) ∼= tj × (ζ0 : · · · : ζn) ∈ C × Uj , we define a

homeomorphism φj : π
−1(Uj) → Uj × C by

φj(t(ζ
0, · · · , ζn)) =

(
(ζ0 : · · · : ζn), tj

)
.

It is trivial that φi is C-linear on fibers. If t(ζ0, · · · , ζn) ∈ π−1(Uij), where Uij := Ui ∩Uj ,
tj = tζj and ti = tζi lead to

ti =
ζi

ζj
tj .

This shows that the coordinate change φi ◦ φ−1
j is holomorphic, and thus π : L → Pn is a
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holomorphic line bundle. L is called the tautological line bundle over Pn. The transition

functions {l(ij)} of L with respect to the covering {Uj} of Pn is given by

l(ij)([ζ]) =
ζi

ζj
= h1(ij)([ζ])

−1. (1.17)

This relation shows that L is the dual of H. □

Proposition 1.7. The tautological line bundle L is the dual of the hyperplane bundle H:

L = H∗. (1.18)

Remark 1.6. The hyperplane bundle H has many global holomorphic sections, but the

tautological line bundle L has no non-zero global holomorphic section:

Ȟ0(Pn,O(L)) = 0.

In fact, if we suppose that L has a global section τ , then, for every point [ζ] ∈ Pn, τ defines

a point
(
τ0([ζ]), · · · , τn([ζ])

)
∈ Cn+1 which lies on the line lζ . By projecting to the j-th

component, we obtain a holomorphic function f j : Pn → C, i.e., f j([ζ]) = τ j([ζ]). Since

Pn is compact, and so Pn has no non-constant holomorphic function. Hence this function

is constant. The functions f0, · · · , fn defined in this way are constant. The constant point

f0 defined by the functions should be the origin, since the point lying on all lines through

the origin is the origin itself. Hence L has no non-zero global holomorphic sections. □

Example 1.12. (Euler sequence) Let H be the hyperplane bundle over the projective

space Pn. By Proposition 1.6, any holomorphic section of H is naturally identified with

a linear functional on Cn+1. For holomorphic sections σ0, · · · , σn of H, we consider a

(1, 0)-type vector field

σ(ζ) =
∑

σj(ζ)
∂

∂ζj
, (1.19)

on Pn. Since dρ(σ(λζ)) = dρ(σ(ζ)) for all λ ∈ C, the definition dρ(σ)([ζ]) = dρ(σ(ζ)) is

well-defined. Then we define a bundle morphism

P(σ0, · · · , σn) := dρ

(∑
σj(ζ)

∂

∂ζj

)
. (1.20)

This map P is surjective. Furthermore the kernel of P is the trivial line bundle spanned
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by the section E = (ζ0, · · · , ζn) ∈ H⊕(n+1). Thus we have an exact sequence

0 −→ 1Pn −→ H⊕(n+1) −→ TPn −→ 0, (1.21)

Tensoring this sequence with the tautological line bundle L over Pn, we obtain the so-called

Euler sequence (cf. [Zh]):

0 −→ L −→ O⊕(n+1) −→ L⊗ TPn −→ 0. (1.22)



Chapter 2

Hermitian connections

In this chapter we shall introduce the concepts of connections on complex vector bundles.

In section 2.2, we will discuss Hermitian metrics, connections and curvatures on holomor-

phic vector bundles. In section 2.3, we shall express the first Chern class of a complex

vector bundle. The last section is devoted to show that the Hermitian connection on a

Hermitian bundle defines an Ehresmann connection.

2.1 Connection and curvature

Let E be a smooth complex vector bundle of rank r over a smooth manifoldM . We denote

by Ap(E) the sheaf of germs of smooth E-valued p-forms onM , especially A(E) := A0(E).

Definition 2.1. A connection ∇ on E is a homomorphism ∇ : A(E) → A1(E) satisfying

the Leibniz rule:

∇(f · s) = df ⊗ s+ f∇s (2.1)

for all f ∈ A and for all s ∈ A(E).

Let JE be a complex structure of a complex vector bundle E. We shall extend the

definition of connection to the case of complex vector bundles. A connection ∇ on (E, JE)

is required to satisfy the Leibnitz rule (2.1) for every s ∈ A(E) and complex-valued

function f ∈ A. This assumption is equivalent to that ∇ satisfies (2.1) and ∇
√
−1s =

√
−1∇s. Since

√
−1s = JEs, this condition is equivalent to

∇JE = 0. (2.2)

In the sequel, we are concerned with a connection ∇ on (E, JE) satisfying (2.2). Such a

connection ∇ is called a complex connection on E.

35
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We shall give a local description of a complex connection ∇. Let eU = {e1, · · · , er} be

a local frame field of E over open set U . The connection form ω =
(
ωij
)
of ∇ with respect

to eU is defined by

∇ej =
∑

ei ⊗ ωij , (1 ≤ j ≤ r) (2.3)

or, simply by ∇e = e ⊗ ω in matrix notation. Each ωij ∈ Γ (U,A) is a local one-form on

U ⊂M . For an arbitrary s =
∑
ζiei ∈ A(E), its covariant derivative ∇s is given by

∇s =
∑

ei ⊗ (dζi +
∑

ωijζ
j). (2.4)

We can extend ∇ to a homomorphism ∇ : Ak(E) → Ak+1(E) by requiring

∇(φ⊗ s) = dφ⊗ s+ (−1)kφ ∧∇s (2.5)

for every φ ∈ Ak and s ∈ A(E). From (2.1) we have

∇2(fs) = ∇ (df ⊗ s+ f∇s) = −df ∧∇s+ df ∧∇s+ f∇2s = f∇2s

for every f ∈ A and s ∈ A(E), which shows that R = ∇2 : A(E) → A2(E) is a homomor-

phism. Hence we can identify R as a section of A2(End(E)). We set

Rej =
∑

ei ⊗Ωi
j . (2.6)

Definition 2.2. The operator R = ∇◦∇ is called the curvature of ∇. The End(E)-valued

two-form Ω = (Ωi
j) is called the curvature form of ∇.

By direct calculations, we have Rej =
∑
ei⊗ (dωij+

∑
ωim∧ωmj ). Hence the curvature

form Ω = (Ωi
j) is given by Ωi

j = dωij +
∑
ωim ∧ ωmj :

Ω = dω + ω ∧ ω. (2.7)

Let (ẽ1, · · · , ẽr) and (e1, · · · , er) be two local frame fields over U . Then there exists a

smooth local function A = (Aij) : U → GL(r,C) satisfying ẽ = e ·A:

ẽj(x) =
∑

ei(x)A
i
j(x). (2.8)

Applying (2.5) to this relation, we have

∇ẽj =
∑(

∇eiAij + ei ⊗ dAij
)
=
∑

ei ⊗
(∑

ωikA
k
j + dAij

)
.
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If we put ∇ẽj =
∑
ẽi ⊗ ω̃ij , we have

ω̃ij =
∑

(A−1)ik

(
dAkj +

∑
ωkmA

m
j

)
.

From (2.8), the curvature forms Ωi
j and Ω̃

i
j relative to e and ẽ also satisfy the relation

Ω̃i
j =

∑
(A−1)ilΩ

l
mA

m
j .

Hence we obtain

Proposition 2.1. Let e and ẽ be two local frame fields with common domain. The con-

nection forms ω and ω̃ of a connection ∇ relative e and ẽ are related by

ω̃ = A−1(dA+ ωA). (2.9)

The curvature forms Ω and Ω̃ of ∇ relative to e and ẽ are related by

Ω̃ = A−1ΩA. (2.10)

We shall list up the connections on some associated vector bundles with the given

vector bundle.

Example 2.1. (Connection on trivial bundle) Let E =M ×Cr be the trivial bundle.
In this case, E admits a natural flat connection. In fact, for a frame filed e = (e1, · · · , er),
the connection ∇ is defined by ∇ej = 0. □

Example 2.2. Let E and Ẽ be two vector bundles over a smooth manifold M with

connections ∇ and ∇̃ respectively.

(1) (Connection on direct sum) The connections ∇ and ∇̃ define a connection ∇⊕∇̃
on the direct sum E ⊕ Ẽ by

(∇⊕ ∇̃)(s⊕ s̃) = (∇s)⊕ (∇̃s̃)

for every section s of E and s̃ of Ẽ respectively. The connection form of ∇ ⊕ ∇̃ is

given by

(
ω O

O ω̃

)
, and its curvature form of ∇⊕ ∇̃ is given by

(
Ω O

O Ω̃

)
.

(2) (Connection on tensor product) In terms of the same notations in (1), the
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connection ∇⊗ ∇̃ induced on the tensor product E ⊗ Ẽ is defined by

(∇⊗ ∇̃)(s⊗ s̃) = (∇s)⊗ s̃+ s⊗ (∇̃s̃)

for every section s of E and s̃ of Ẽ respectively. The connection form of ∇ ⊗ ∇̃ is

given by ω⊗IẼ+IE⊗ω̃, and its curvature form of ∇⊗∇̃ is given by Ω⊗IẼ+IE⊗Ω̃.

(3) (Connection on determinant bundle) The r-the exterior product ∧rE = E ∧
· · · ∧ E, r = rank(E), is called the determinant bundle of E and denoted by detE.

This line bundle is defined by det (gUV ) for the transition function {gUV }, and is

locally spanned by e1 ∧ · · · ∧ er for a local holomorphic frame field {e1, · · · , er} of E.

If a connection ∇ is given on E, then ∇ induces a connection D by

D(e1 ∧ · · · ∧ er) = (∇e1) ∧ · · · ∧ er + · · ·+ e1 ∧ · · · ∧ ∇er.

Therefore the connection form for D on detE is given by the trace of ω:

tr.(ω) =
∑

ωii.

Also the curvature form for D on detE is given by the trace of Ω:

tr.(Ω) =
∑

Ωi
i .

□

Example 2.3. (Connection on pull-back bundle) Let f : N →M be a smooth map

between smooth manifolds N and M . Let E be a vector bundle over M . A connection on

E induces a connection f∗∇ on the pull-back bundle f∗E by

(f∗∇)f∗s = f∗(∇s)

for any s ∈ Γ (E). The connection form of f∗∇ is given by the pull-back f∗ω of the

connection form ω of ∇. The curvature form of f∗∇ is also given by the pull-back f∗Ω of

the curvature form Ω. □

Example 2.4. (Connection on dual bundle) Let E∗ be the dual bundle of a vector

bundle E over M . A connection ∇ on E induces a dual connection ∇∗ on E∗ as follows.

Let ⟨·, ·⟩ the natural pairing between E and E∗. For a frame field e = (e1, · · · , er) of E,

its dual frame field e∗ =
(
e1, · · · , er

)
is defined by

⟨
ej , e

i
⟩
= δij . The dual connection ∇∗
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of E∗ is defined by d ⟨s, s∗⟩ = ⟨∇s, s∗⟩ + ⟨s,∇∗s∗⟩ for every section s of E and s∗ of E∗

respectively. Since
⟨
∇ej , ei

⟩
+
⟨
ej ,∇∗ei

⟩
= 0, the connection form ω∗ of ∇∗ is given by

ω∗ = −tω,

and its curvature form Ω∗ is given by

Ω∗ = −tΩ.

The curvature tensor R =
∑
Ωi
jei ⊗ ej of ∇ is a section of End(E) = E ⊗ E∗. For the

connection D induced on End(E) from ∇, (2.7) implies

DR =
∑(

dΩi
j ei ⊗ ej +Ωi

j ∧∇ei ⊗ ej +Ωi
j ⊗ ei ∧∇ej

)
=
∑(

dΩi
j +

∑
Ωm
j ∧ ωim −

∑
Ωi
m ∧ ωmj

)
ei ⊗ ej

= 0.

Therefore we obtain the so called Bianchi identity

DR = 0. (2.11)

□

A connection ∇ on a vector bundle E is said to be flat if the curvature R of ∇ vanishes

identically, i.e., ∇ ◦∇ ≡ 0. Then we have

Proposition 2.2. A connection ∇ on E is flat if and only if there exists an open covering

{(U, eU )} of E such that the frame field eU is parallel, i.e., ∇eU = 0.

Proof. We take an open covering {(U, eU )} of E. On each U , we take another frame

field ẽU . Then there exists a smooth function A : U → GL(r,C) such that ẽU = eUA.

From (2.8) the respective connection forms ω̃ and ω of ∇ relative to ẽU and eU are related

by (2.9). The condition ∇ẽU = 0 is equivalent to ω̃ ≡ 0, i.e., the differential equation

dA+ ωA = 0. Then we have

0 = d(dA) = −d (ωA) = −dωA+ ω ∧ dA = −dωA− ω ∧ ωA = −ΩA,

which shows that the equation dA+ωA = 0 is completely integrable if and only if Ω ≡ 0.

Q.E.D.
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A vector bundle E is said to be flat if E admits an open covering {(U, eU )} such that

its transition functions {gUV } are locally constant in GL(r,C). If E is flat, such an open

covering {(U, eU )} is called a flat structure of E.

We suppose that E admits a flat connection ∇. Then E admits an open covering

{(U, eU )} with parallel fields {eU}. Then the relation

ωV = g−1
UV dgUV + g−1

UV ωUgUV (2.12)

implies ωU = ωV = 0 on U ∩V . Hence we have dgUV = 0, i.e., the open covering {(U, eU )}
is a flat structure on E.

Conversely, if E admits a flat structure {(U, eU )}, then we define a connection ∇ by

∇eU = 0 on each U . Then, because of flatness of {(U, eU )} and (2.12), ∇ is a well-defined

connection on E. Hence we have

Proposition 2.3. A vector bundle E is flat if and only if E admits a flat connection ∇.

2.2 Hermitian connections

Let E be a holomorphic vector bundle of rank r over a complex manifold M . According

to the decomposition (1.4), the sheaf A1(E) is also decomposed as A1(E) = A1,0(E) ⊕
A0,1(E). Hence the connection ∇ is also decomposed as ∇ = ∇1,0 + ∇0,1, where ∇1,0 :

A(E) → A1,0(E) and ∇0,1 : A(E) → A0,1(E). A connection ∇ on a holomorphic vector

bundle E is said to be of (1, 0)-type if the connection forms ωij of ∇ with respect to a

holomorphic open covering {(U, sU )} are (1, 0)-forms, i.e.,

∇0,1 = ∂̄. (2.13)

Proposition 2.4. Let E be a holomorphic vector bundle over a complex manifold M .

Then E admits a (1, 0)-type connection. Such a connection ∇ satisfies ∇0,1 ◦ ∇0,1 = 0.

Proof. For a holomorphic open covering {(Uα, sα)} of E, we denote by ∇(α)
the trivial

connection on each E| Uα = Uα ×Cr defined by ∇(α)
sα = 0. Such a family {∇(α)} of local

flat connections forms a zero-cochain with values in Ω1(End(E)). Then Λ
(βα)

:= ∇(β) −
∇(α)

determines a one-cocycle, and thus Λ
(βα)

determines a cohomology class [Λ
(βα)

] ∈
Ȟ1(M,Ω1(End(E)). Since Ω1(End(E)) is a sub-sheaf of A1,0(End(E)), and A1,0(End(E))

is fine, there exists {Λ
(α)

} ∈ A1,0(End(E)) such that

Λ
(βα)

= Λ
(β)

− Λ
(α)
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on Uα ∩ Uβ ̸= ∅. Hence we obtain

∇(α)
+ Λ

(α)
= ∇(β)

+ Λ
(β)

on Uα∩Uβ. Consequently we obtain a globally defined (1, 0)-connection ∇ = {∇(α)
+Λ

(α)
},

i.e., ∇0,1 = ∂.

Q.E.D.

The converse is also true (see e.g., [Ko2]).

Proposition 2.5. If a complex vector bundle E admits a complex connection ∇ such that

∇0,1 ◦ ∇0,1 = 0, then there exists a holomorphic vector bundle structure in E such that ∇
is of (1, 0)-type.

Let (E, h) be a Hermitian vector bundle, and let eU = (e1, · · · , er) be a local frame

field of E over U . The smoothness of assignment M ∋ z 7−→ h(z) means that h(ζ, η) is a

smooth function on M for all ζ, η ∈ A(E). We put hij̄ = h(ei, ej) on U . Then, since h is

Hermitian, we have hij̄ = hjī.

Definition 2.3. Let (E, h) be a Hermitian bundle over a complex manifold M . A con-

nection ∇ on E is said to be metrical if it satisfies

dh(u, v) = h(∇u, v) + h(u,∇v) (2.14)

for all u, v ∈ A(E).

In the sequel we assume that E is a holomorphic vector bundle.

Theorem 2.1. Let (E, h) be a Hermitian vector bundle over a complex manifold M .

There exists a unique metrical connection ∇ of (1, 0)-type on (E, h).

Proof. Let eU = (e1, · · · , en) be a local holomorphic frame field on an open set U .

The assumption (2.14) is given by dhij̄ =
∑

(hmj̄ω
m
i + him̄ωmj ). Since dhij̄ = ∂hij̄ + ∂̄hij̄

and ω is (1, 0)-form, we obtain ωij =
∑
him̄∂hjm̄. Hence such a connection ∇ is uniquely

determined.

Q.E.D.

The unique connection∇ determined in Theorem 2.1 is called the Hermitian connection

on (E, h). The connection form ω = (ωij) of Hermitian connection ∇ of (E, h) is given by

ω = h−1∂h (2.15)
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in matrix notation. Since

Ω(ej) = ∇ ◦∇1,0ej = ∇1,0 ◦ ∇1,0ej +∇0,1 ◦ ∇1,0ej ,

the curvature form Ω = (Ωi
j) must be (1, 1)-type. Consequently Ω = ∂̄ω + ∂ω + ω ∧ ω

implies ∂ω + ω ∧ ω = 0 and

Ω = ∂̄ω. (2.16)

We write ωij =
∑
Γ ijα(z)dz

α so that Γ ijα are given by

Γ ijα(z) =
∑

him̄
∂hjm̄
∂zα

. (2.17)

We also write Ωi
j =

∑
Ri
jαβ̄

dzα ∧ dz̄β so that Ri
jαβ̄

are given by

Rijαβ̄ = −
∑

him̄
∂2hjm̄
∂zα∂z̄β

+
∑

him̄hpq̄
∂hpm̄
∂zα

∂hjq̄
∂z̄β

. (2.18)

Let L be a holomorphic line bundle over a complex manifold M . Suppose that L

admits a Hermitian metric h. Let {(U, eU )} be an open covering of L, where eU is a local

holomorphic frame field of L over U . The local function hU (z) := h(eU , eU ) defined on U

is smooth and positive. Denoted by {gUV } the transition functions of L with respect to

{(U, eU )}, the local functions {hU} are related by

hU = |gUV |2 hV (2.19)

on U ∩ V ̸= ∅.
From (2.15) the connection form ω = (ωU ) of the Hermitian connection ∇ on (L, hL)

with respect to eU is given by

ωU = h−1
U ∂hU = ∂ log hU , (2.20)

and from (2.16), the curvature form Ω = (ΩU ) is given by

ΩU = ∂̄ωU = ∂̄∂ log hU . (2.21)

Example 2.5. Let L be the tautological line bundle over the complex projective space Pn.
We use the notations in §1.6. For the open covering U = {Uj}0≤j≤n of Pn, the transition

functions {l(ij)} of L are given by l(ij) = ζi/ζj , where (ζ0, ζ1, · · · , ζn) is the homogeneous

coordinate system on Pn. From (2.19) any Hermitian metric h on L is given by a family of
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positive functions {hUi : Ui → R} satisfying
∣∣ζi∣∣2 hUi([ζ]) =

∣∣ζj∣∣2 hUj ([ζ]) on Ui ∩ Uj ̸= ∅.
If we define hUj by

hUj ([ζ]) =

∣∣∣∣ζ0ζj
∣∣∣∣2 + · · ·+ 1 + · · ·+

∣∣∣∣ζnζj
∣∣∣∣2 = n∑

k=0

∣∣∣∣ζkζj
∣∣∣∣2 := Kj

on each Uj , then {hUj} defines a Hermitian metric hL on L. Hence the connection form

ω of the Hermitian connection ∇ on (L, hL) is given by ω = ∂ logKj , and the curvature

form Ω of ∇ is given by Ω = ∂̄∂ logKj . Therefore

√
−1Ω = −

√
−1∂∂̄ logKj = −2ΠFS

shows that
√
−1ΩUj is negative, i.e., (L, hL) is of negative curvature. □

Example 2.6. Let h =
∑
hij̄(z)e

i ⊗ ej be a Hermitian metric on E. Then h induces a

natural Hermitian metric det(h) on the determinant bundle detE by

det(h) (e1 ∧ · · · ∧ er, e1 ∧ · · · ∧ er) = det
(
hij̄
)
.

The Hermitian connection ∇ on (E, h) induces the natural connection D on (detE, det(h))

as shown in Example 2.2. The connection form for D is given by

tr(ω) =
∑

ωii =
∑

him̄
∂hjm̄
∂zα

dzα = ∂ log det
(
hij̄
)
,

and the curvature form Ω is given by

tr(Ω) =
∑

Ωi
i = ∂̄∂ log det

(
hij̄
)
.

□

Definition 2.4. The curvature tr(Ω) =
∑
Ωi
i of the determinant bundle (detE, det(h))

is called the Ricci curvature of (E, h). The real (1, 1)-form Ric(h) defined by

Ric(h) =
√
−1 ∂̄∂ log det

(
hij̄
)

(2.22)

is called the Ricci form of (E, h).

If we put Ric(h) =
√
−1
∑
Rαβ̄dz

α ∧ dz̄β, then the Ricci curvature Rαβ̄ of Ric(h) is

given by

Rαβ̄ = −
∂2 log det

(
hij̄
)

∂zα∂z̄β
.
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Example 2.7. Let M be a Riemannian surface with a Kähler metric

ds2 = 2g(z)dz ⊗ dz̄. (2.23)

Since TM is a holomorphic line bundle, its connection form ω is given by ω = g−1∂g =

∂ log g(z), and its curvature Ω is given by Ω = ∂̄ω = ∂̄∂ log g(z). The curvature tensor

R1
111̄

is given by

R1
111̄ = −∂

2 log g(z)

∂z∂z̄
. (2.24)

Hence its Ricci tensor R11̄ is given by

R11̄ = − 1

2g(z)

∂2 log g(z)

∂z∂z̄
.

□

Let (M, g) be a Hermitian manifold with its Hermitian connection ∇. The connection

form ωαβ of (M, g) is given by ωαβ =
∑
Γαβγdz

γ with coefficients

Γαβγ =
∑

gαδ̄
∂gβδ̄
∂zγ

. (2.25)

Hence

Proposition 2.6. A Hermitian manifold (M, g) is a Kähler manifold if and only if its

Hermitian connection ∇ satisfies the condition

Γαβγ = Γαγβ . (2.26)

We put Rαβ̄γδ̄ =
∑
gρβ̄R

ρ

αγδ̄
. Then we have

Rαβ̄γδ̄ = −
∂2gαβ̄
∂zγ∂z̄δ

+
∑

gρϵ̄
∂gαϵ̄
∂zγ

∂gρβ̄
∂z̄δ

. (2.27)

For an arbitrary point (z, ζ) ∈ TM \ {0}, we put

Hg(z, ζ) =
2

∥ζ∥4
∑

Rαβ̄γδ̄(z)ζ
αζ̄βζγ ζ̄δ. (2.28)

Definition 2.5. The function Hg : TM \ {0} → R defined by (2.28) is called the holomor-

phic sectional curvature of (M, g) at z ∈M in the direction ζ ∈ TM .
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Example 2.8. (Riemannian surface) Let M be a Riemannian surface with a Kähler

metric ds2 = 2g(z)dz⊗ dz̄ in (2.23). Since its curvature tensor R1
111̄

is given by (2.24), its

sectional curvature Hg(z, ζ) is given by

Hg(z, ζ) =
2

4g(z)2|ζ|4

(
−2g(z)

∂2 log g(z)

∂z∂z̄
|ζ|4
)

= − 1

g(z)

∂2 log g(z)

∂z∂z̄
. (2.29)

Hence the sectional curvature of a Riemannian surface is independent of the direction ζ

and is nothing but the Gaussian curvature Kg(z) of (M, g). If M is compact, then by

Gauss-Bonnet theorem, the characteristic χ(M) is given by

χ(M) =
1

2π

∫
M
KgdVg,

where the volume form dVg is given by dVg =
√
−1g(z)dz ∧ dz̄. Hence we have

χ(M) =

∫
M

√
−1

2π
∂̄∂ log g(z) =

∫
M

√
−1

2π
Ric(g) =

∫
M
c1(M), (2.30)

where c1(M) = c1(TM ) is the first Chern class of TM (see later section). □

Example 2.9. (Poincaré disk) Let ∆ = {z ∈ C | |z| < 1} be the unit disk in C with the

Poincaré metric

g∆ =
1

(1− |z|2)2
dz ⊗ dz̄. (2.31)

This manifold (∆, g∆) is a Kähler manifold of dimC∆ = 1. Then, its holomorphic sectional

curvature (or Gaussian curvature) is given by (2.29) with g(z) =
1

2 (1− |z|2)2
. By direct

calculations, we have

∂2

∂z∂z̄
log

(
1

2 (1− |z|2)2

)
=

2

(1− |z|2)2
.

Consequently we get Hg∆(z, ζ) = −4, i.e., the holomorphic sectional curvature Hg∆ is

negative constant. This shows that (∆, g∆) is a hyperbolic manifold. □

Definition 2.6. A Hermitian vector bundle (E, h) is said to be flat if its Hermitian

connection ∇ is flat.

To characterize the flatness of Hermitian metrics, we define a function Fh : E → R by

Fh(z, ζ) =
∑

hij̄(z)ζ
iζ̄j (2.32)
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for the components hij̄ = h(ei, ej). This function Fh is smooth on the whole of the total

space E.

Proposition 2.7. A Hermitian bundle (E, h) is flat if and only if there exists an open

covering {(U, eU )} with respect to which the function Fh is independent of the base point

z ∈M .

Proof. We suppose that the Hermitian connection ∇ of (E, h) is flat. Then, by

Proposition 2.3, there exists a flat structure {(U, eU )} satisfying ∇e = 0. From ∇e = 0

and the compatibility condition (2.14), we have dh(ei, ej) = 0, i.e., the components hij̄

relative to {(U, eU )} are all constants. Hence the function Fh is independent of the base

point z ∈ M . Therefore the flatness of (E, h) is equivalent to the existence of an open

covering {(U, eU )} of E relative to which the function Fh is independent on the base point

z ∈M .

Q.E.D.

2.3 Chern classes

2.3.1 First Chern class of complex line bundles

From Proposition 1.4 any complex line bundle over a smooth manifoldM is determined by

its first Chern class since Ȟ1(M,A∗) is naturally identified with Ȟ2(M,Z) via connecting

map ν∗ : Ȟ1(M,A∗) → Ȟ2(M,Z). In this sub-section, we shall express the first Chern

class c1(L) = −ν∗(L) of L as a class in the de Rham cohomology group H2
DR(M,C) in

terms of the curvature of a connection ∇ on L. For this purpose, we shall keep in mind

two resolutions of constant sheaf C on M given by the de Rham complex and the Čech

complex respectively.

Let L be a complex line bundle with a Hermitian metric h over a smooth manifold M .

We may assume that we are concerned with an open covering {(U, sU )} of L such that

sU is a unitary frame field on U , i.e., h(sU , sU ) = 1. If U ∩ V ̸= ∅, we may put sU =

exp(2π
√
−1kUV )sV for some {kUV } ∈ C1(U ,A), and the transition functions {gUV } ∈

Z1(U ,A∗) are given by gUV = exp(2π
√
−1kUV ) ∈ U(1). The relation

sU = exp(2π
√
−1kUV ) exp(2π

√
−1kVW )sW = exp(2π

√
−1(kUV + kVW ))sW

shows that kVW − kUW + kUV takes values in Z on U ∩ V ∩W ̸= ∅. If we set

cUVW := kVW − kUW + kUV = ν(k)UVW ,
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then {cUVW } ∈ Z2(U ,Z) determines a cohomology class [cUVW ] ∈ Ȟ2(M,Z):

cUVW

i

y
kUV

ν−−−−→ cUVW

e

y e

y
gUV

ν−−−−→ 1

Hence the image ν∗([L]) of [L] = [gUV ] ∈ Ȟ(M,A∗) is given by the class [cUVW ] ∈
Ȟ2(M,Z) and the first Chern class of L is given by c1(L) = −[cUVW ].

In the sequel we shall consider the class [cUVW ] as a class in Ȟ2(M,C) ∼= H2
DR(M,C).

For this purpose we are concerned with an arbitrary connection ∇ of L. Denoted by

ω = (ωU ) the connection form of ∇ with respect to {(U, sU )}, the curvature form Ω of ∇
is given by Ω = dω+ω ∧ω = dω = (dωU ), since L is a line bundle. Hence dΩ = 0 implies

that Ω determines a cohomology class [Ω] ∈ H2
DR(M,C).

The relation ωV = g−1
UV dgUV + g−1

UV ωUgUV = g−1
UV dgUV + ωU on U ∩ V ̸= ∅ implies

ωV − ωU = g−1
UV dgUV = 2π

√
−1dkUV , i.e.,

dkUV =
1

2π
√
−1

(ωV − ωU ).

Then the commutative diagram

1

2π
√
−1

ωU
d−−−−→ 1

2π
√
−1

dωU =
1

2π
√
−1

Ω

ν

y ν

y
kUV

d−−−−→ dkUV =
1

2π
√
−1

ν(ω)UV
d−−−−→ 0

ν

y ν

y
cUVW

i−−−−→ cUVW
d−−−−→ 0

ν

y
0

shows that ν∗([L]) = [cUVW ] is represented by

[
1

2π
√
−1

Ω

]
= −

[√
−1

2π
Ω

]
, i.e.,

c1(L) =

[√
−1

2π
Ω

]
. (2.33)
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Proposition 2.8. Let Ω be the curvature form of a connection ∇ on a complex line bundle

L over a smooth manifold M . Then the first Chern class c1(L) is given by

[√
−1

2π
Ω

]
.

Remark 2.1. If L is a holomorphic line bundle over a complex manifoldM . The curvature

Ω of a Hermitian metric h on L is given by (2.21). Hence c1(L) is given by

c1(L) =

[√
−1

2π
Ω

]
=

[√
−1

2π
∂̄∂ log h

]
.

□

The natural inclusion j : Z ↪→ R induces an inclusion j∗ : Ȟ2(M,Z) ↪→ Ȟ2(M,R) ∼=
H2
DR(M). A cohomology class in Ȟ2(M,C) ∼= H2

DR(M,C) is said to be integral if it lies

in the image j∗Ȟ2(M,Z). Thus
[√

−1

2π
Ω

]
for the curvature Ω of ∇ is integral.

Conversely we suppose that a closed two-form Π such that

[√
−1

2π
Π

]
∈ H2

DR(M,C) ∼=

Ȟ2(M,C) is integral, i.e.,

[√
−1

2π
Π

]
= j∗[cUVW ] for some [cUVW ] ∈ Ȟ2(M,Z). We put

Π = dΠU on U ⊂ M . By tracing the reverse of the steps above, there exists {kUV } ∈
C1(U ,A) satisfying dkUV =

√
−1ΠV −

√
−1ΠU =

√
−1{ν(Π)}UV and

1

2π
(kVW − kUW + kUV ) := cUVW ∈ Z2(U ,Z).

If we define gUV ∈ C1(U ,A∗) by gUV := exp(−
√
−1kUV ), then we obtain

gVW · g−1
UW · gUV = exp(−

√
−1(kVW − kUW + kUV )) = exp(−2π

√
−1× cUVW ) = 1,

i.e., {gUV } ∈ Z1(U ,A∗) and {gUV } determines a complex line bundle L ∈ Ȟ1(M,A∗).

Let {(U, eU )} be an open covering of L with transition functions {gUV }. Then, for an

arbitrary connection ∇ on L, we put ∇eU = eU ⊗ ωU . The relation betwenn ωU and ωV

implies

ωV − ωU = g−1
UV dgUV = −

√
−1dkUV = {ν(Π)}UV ,

and the class [Π] coincides with the curvature class [dωU ] = [Ω] in Ȟ2(M,C) ∼= H2
DR(M,C).

Proposition 2.9. If there exists a closed two-form Π onM such that

[√
−1

2π
Π

]
is integral,

then it gives the first Chern class c1(L) of a complex line bundle L over M .
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2.3.2 Chern forms and Chern classes of vector bundles

In this subsection, we shall give a brief review of Chern classes of complex vector bundles.

Let π : E → M be a complex vector bundle of rank r over a smooth manifold M . We

take a complex connection ∇ on E with curvature Ω∇. Then we put

det

(√
−1

2π
Ω + tIE

)
=

i∑
k=0

ck(E,∇)tk. (2.34)

Then it is verified that the form ck(E,∇) is a well-defined closed 2k-form on M and so it

defines a cohomology class [ck(E,∇)] ∈ Ȟ2k(M,C). The form ck(E,∇) is called the k-th

Chern form. The Chern forms ck(E,∇) are defined by a complex connection ∇ on E. For

a proof of the following lemma, see p. 161 of [Zh].

Lemma 2.1. The cohomology classes [ck(E,∇)] are independent on the choice of a com-

plex connection ∇ of E.

Thus we can compute the Chern forms ck(E,∇) in terms of the curvature Ω∇ of

the Hermitian connection ∇ of a suitable Hermitian metric g of E. Then it is easily

proved that the Chern forms ck(E,∇) are real forms, i.e., ck(E,∇) = ck(E,∇). Hence it

defines a de Rham cohomology class ck(E) = [ck(E,∇)] ∈ H2k
DR(M,R) under the natural

inclusion Ȟ2k(M,R) ⊂ Ȟ2k(M,C). (More strictly, it is proved that the Chern classes

ck(E) are integral, i.e., the classes ck(E) are contained in the image of the natural inclusion

Ȟ2k(M,Z) ⊂ Ȟ2k(M,R).) It is trivial that c0(E) = 1 ∈ H0
DR(M,R). Other important

classes are given by

c1(E) =

√−1

2π

∑
j

Ωj
j

 ,
c2(E) =

 −1

4π2

∑
j<k

(
Ωjj ∧Ω

k
k −Ωj

k ∧Ω
k
j

) ,
...

cr(E) =

[(√
−1

2π

)2

det
(
Ωj
j

)]

in terms of curvature Ω = (Ωj
j ) of ∇. The total Chern form c(E,∇) of E is defined by

c(E,∇) =
∑

ck(E,∇) = det

(√
−1

2π
Ω∇ + I

)
(2.35)
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and the total Chern class of E is defined by

c(E) =
∑

ck(E) ∈ H∗
DR(M,R), (2.36)

where H∗
DR(M,R) is the de Rham cohomology ring. We shall list up some basic properties

of Chern classes (cf. [We]).

Proposition 2.10. Let f : N → M be a smooth map between smooth manifolds. For a

complex vector bundle E over M , the Chern classes ck(f
∗E) of the pull-back bundle f∗E

are given by

ck(f
∗E) = f∗ck(E). (2.37)

Proof. In fact, for a connection ∇ on E, the induced connection f∗∇ defines a con-

nection on the pull-back bundle f∗E, and the curvature Ωf∗∇ is given by Ωf∗∇ = f∗Ω∇.

Hence the Chern forms ck(f
∗E, f∗∇) are given by ck(f

∗E, f∗∇) = f∗ck(E,∇), which

implies ck(f
∗E) = f∗ck(E).

Q.E.D.

Proposition 2.11. Let E and Ẽ be complex vector bundles over M . Then

c(E ⊕ Ẽ) = c(E) · c(Ẽ). (2.38)

Proof. To prove this proposition, let∇ and ∇̃ be connections on E and Ẽ respectively.

The curvature of ∇⊕ ∇̃ on the direct sum E ⊕ Ẽ is given by

(
Ω O

O Ω̃

)
. This implies

det


√
−1

2π
Ω + IE O

O

√
−1

2π
Ω̃ + IẼ

 = det

(√
−1

2π
Ω + IE

)
∧ det

(√
−1

2π
Ω̃ + IẼ

)
,

which implies c(E⊕Ẽ,∇⊕∇̃) = c(E,∇)∧c(Ẽ, ∇̃), and thus we have c(E⊕Ẽ) = c(E)·c(Ẽ).

Q.E.D.

Proposition 2.12. Let E∗ be the dual bundle of a complex vector bundle over M . Then

ck(E
∗) = (−1)kck(E). (2.39)
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Proof. In fact, a connection ∇ on E induces a connection ∇∗ on E∗ by ω∗ = −tω.

Hence the curvature Ω∇∗
is given by Ω∇∗

= −tΩ∇. Hence we have ck(E
∗,∇∗) =

(−1)kck(E,∇), which implies ck(E
∗) = (−1)kck(E).

Q.E.D.

Proposition 2.13. Let E be a complex vector bundle of rank r over a smooth manifold

M , and L a line bundle over M . Then

c1(E ⊗ L) = c1(E) + rc1(L). (2.40)

Proof. In fact, for a connection ∇E on E and a connection ∇L on L, the induced

connection ∇E⊗L is defined by ∇E⊗L = ∇E⊗1+ I⊗∇L, and its curvature ΩE⊗L is given

by ΩE⊗L = ΩE ⊗ 1 + I ⊗ΩL. Hence we have

c1(E ⊗ L,∇E ⊗∇L) =

√
−1

2π

∑
j

(
ΩE⊗L)j

j
= c1(E,∇E) + rc1(L,∇L),

which implies (2.40).

Q.E.D.

Let (E, h) be a holomorphic Hermitian vector bundle over a complex manifold M . If

we denote by ∇ the Hermitian connection on (E, h), the k-th Chern form ck(E,∇) is of

(k, k)-type. Especially the first Chern form c1(E,∇) is given by the Ricci form Ric(h) of

(E, h):

c1(E,∇) =

√
−1

2π

∑
j

Ωj
j =

√
−1

2π
∂̄∂ log det

(
hij̄
)
=

√
−1

2π

∑
Rαβ̄dz

α ∧ dz̄β.

Example 2.10. We shall compute the first Chern class c1(TPn) of the tangent bundle

TPn of complex projective space Pn. For this purpose, we shall consider the Fubini-Study

metric ΠFS on Pn. Because of

ΠFS =

√
−1

2
∂∂̄ log

(
1 + ∥ζ∥2

)
,

the volume element dV of (Pn,ΠFS) is given by

dV =
1

n!
Πn
FS =

(√
−1

2

)n
1

(1 + ∥ζ∥2)n+1
dζ1 ∧ dζ̄1 · · · ∧ dζn ∧ dζ̄n.
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Thus (2.22) implies

Ric(ΠFS) = (n+ 1)ΠFS ,

namely, Fubini-Study metrics satisfies the so-called Einstein condition. From this we get

c1 (TPn) = (n+ 1) [ΠFS ] .

On the other hand, by the Euler sequence (1.22), if we take a Hermitian metric on

H⊕(n+1), we have an orthogonal decomposition H⊕(n+1) = TPn ⊕ 1Pn for the hyperplane

bundle H over Pn. Thus the total Chern class of H⊕(n+1) is given by c
(
H⊕(n+1)

)
=

c (TPn) · c (1Pn) = c (TPn) · 1. Since c
(
H⊕(n+1)

)
= c(H)n+1 and c(H) = 1 + c1(H), we have

c (TPn) = (1 + c1(H))n+1 .

Because of c (TPn) =
∑
ck (TPn), we have

c1(H) =
1

n+ 1
c1 (TPn) =

1

π
[ΠFS ] , (2.41)

which is the positive generator of the cohomology group Ȟ1(P1,Z) ∼= Z. □

2.3.3 Positive lines bundles and ample line bundles

Let L be a holomorphic line bundle with a Hermitian metric h, and let {(U, eU )} be an

open covering of L with transition functions {gUV }. If we put h(eU , eU ) = hU (z) on each

U , the local function hU is smooth and positive, and moreover it satisfies hV = hU |gUV |2

on U∩V . The Hermitian connection∇ of (L, h) is given by the local (1, 0)-form ω = ∂ log h

and its curvature Ω is given by Ω = ∂̄∂ log hU . The first Chern class c1(L) is represented

by

c1(L,∇) =

√
−1

2π
Ω.

Definition 2.7. A holomorphic line bundle L is said to be positive if its first Chern class

c1(L) is represented by a positive real (1, 1)-form.

By this definition, a holomorphic line bundle L is positive if and only if L admits a

Hermitian metric h whose curvature
√
−1Ω =

√
−1∂̄∂ log h is positive-definite. Then the

form −
√
−1Ω =

√
−1∂∂̄ log h defines a Kähler metric on M .

Example 2.11. Let H be the hyperplane bundle over a complex projective space Pn.
Since c1(H) is given by (2.41), H is positive. □
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Let (M, g) be a compact Kähler manifold. Since the Kähler form Πg defined by (1.5)

is closed, it determines a cohomology class [Πg] ∈ H2
DR(M,R) ⊂ H2

DR(M,C). We take an

open cover U of M so that Πg is expressed as Πg =
√
−1∂∂̄KU on each U ∈ U , where KU

is the Kähler potential for g on U . If we put αU = −
√
−1∂KU , then we have

dαU = d
(
−
√
−1∂KU

)
=

√
−1∂∂̄KU = Πg

∣∣
U
.

Therefore [dαU ] represents the class [Πg] in H2
DR(M,C). From Remark 1.2 there exists

{kUV } ∈ C1(U ,O) satisfying KV −KU = kUV + kUV . Then we have

αV − αU = −
√
−1 ∂ (KV −KU ) = −

√
−1 ∂

(
kUV + kUV

)
= d

(
−
√
−1kUV

)
since kUV is holomorphic. We set hUV = −

√
−1kUV , i.e., ν(α)UV = d (hUV ).

Now we suppose that [Πg] is integral, i.e., [Πg] = j∗[cUVW ] for some [cUVW ] ∈
Ȟ2(M,Z).

αU
d−−−−→ dαU = Πg

ν

y ν

y
hUV

d−−−−→ d(hUV )
d−−−−→ 0

ν

y ν

y
cUVW

i−−−−→ cUVW
d−−−−→ 0

ν

y
0

We set gUV := exp(2π
√
−1hUV ). Then {gUV } ∈ C1(U ,O∗) satisfies

gVW · g−1
UW · gUV = exp(2π

√
−1hVW ) · exp(−2π

√
−1hUW ) · exp(2π

√
−1hUV )

= exp(2π
√
−1cUVW )

= 1.

Hence {gUV } ∈ Z1(U ,O∗) determines a holomorphic line bundle L ∈ Ȟ1(M,O∗). Further,

from Proposition 2.9, the first Chern class c1(L) is represented by the positive real (1, 1)-

form
1

2π
Πg. Thus L is positive.

Conversely, if there exists a positive holomorphic line bundle L over M , then its first
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Chern class c1(L) is represented by the curvature Ω of a Hermitian metric h on L:

c1(L) =

[√
−1

2π
∂̄∂ log h

]
∈ Ȟ2(M,Z).

Then the closed form
√
−1(∂̄∂ log h)/2π defines a Kähler metric on M which is integral.

A compact Kähler manifold (M, g) is called a Hodge manifold if the Kähler class [Πg]

is integral. Therefore we obtain

Theorem 2.2. ([Mo-Ko]) A compact complex manifold admits a positive holomorphic line

bundle if and only if M is a Hodge manifold.

Let L be a holomorphic line bundle over a compact complex manifold M . Since M

is compact, dimC Ȟ
0(M,O(L)) is finite. Let {s0, · · · , sN} be a set of linear independent

sections of L of the complex vector space of global sections. The vector space is called a

linear system on M . If the vector space consists of all global sections of L, it is called a

complete linear system on X. Then a rational map φ|L| :M → PN is defined by

φ|L|(z) = [f0(z) : · · · : fN (z)], (2.42)

where we put φU (si) =
(
zα, f i

)
∈ U × C for a local trivialization φU : π−1(U) → U × C.

This rational map is defined on the open set in M which is the complementary to the

common zero-set of the sections si (0 ≤ i ≤ N). It is verified that the rational map φ̃|L|

obtained from another basis {s̃0, · · · , s̃N} is transformed by an automorphism of Pn.

Definition 2.8. A holomorphic line bundle L over M is said to be very ample if the

rational map φ|L| :M → PN determined by its complete linear system |L| is a holomorphic

embedding. L is said to be ample if there exists an integer m ∈ Z such that L⊗m is very

ample.

Let {Uj} be the open covering of PN defined in §.1.4. Suppose that L is a very ample

line bundle over a compact complex manifoldM with a basis {s0, · · · , sN} of Ȟ0(M,O(L))

which defines a holomorphic embedding φ|L| : M → PN . Under this embedding, we can

think of [f0 : · · · : fN ] as a coordinate system on the embedded M in PN . We define an

open covering {Vj} ofM by Vj = {z ∈M | sj(z) ̸= 0} = φ−1
|L|(Uj)∩M . With respect to this

covering, the local trivialization φi : π
−1(Vj) → Vj×C of L is given by φj(si) = (zα(j), f

i
(j)),

and the transition functions {gjk} are given by gjk(z) = f i(k)(z)/f
i
(j)(z).

On the other hand, the transition functions {h(jk)} of the hyperplane bundle H over

PN is given by the form h(jk) =
ζk

ζj
for the covering {Uj} of PN (cf. Example 1.11). Hence
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{h(jk)} satisfy the relations

h(jk) ◦ φ|L| =
f i(k)

f i(j)
= gjk

and thus we have L = φ∗
|L|H.

Lemma 2.2. Let L be a very ample line bundle over a complex manifold. Then L is

isomorphic to the pull-back bundle φ∗
|L|H of the hyperplane bundle H over the target space

PN of φ|L|.

The following well-known theorem shows that any Hodge manifold M is projective

algebraic, i.e., M is embedded into a projective space PN .

Theorem 2.3. (Kodaira’s embedding theorem) Let L be a holomorphic line bundle

over a compact complex manifold. If L is positive, then it is ample, i.e., there exists an

integer n0 such that for all N ≥ n0 the map φ|L| :M → PN is a holomorphic embedding.

The converse of this theorem is also true, i.e., we have

Proposition 2.14. A holomorphic line bundle L over a compact complex manifold M is

positive if and only if L is ample.

Proof. We suppose that L is ample. Then there exists a basis {s0, · · · , sN} of

Ȟ0(M,O(Lm)) such that φ|Lm|(z) : M → PN defined by (2.42) is a holomorphic em-

bedding. By Lemma 2.2, the line bundle Lm is identified with φ∗
|Lm|H. Thus there exists

a Hermitian metric g on Lm such that

c1(L
m) = mc1(L) =

[
1

2π
√
−1

∂̄∂ log g(z)

]
,

where g(z) is defined by g =
∑N

i=0

∣∣f i(z)∣∣2. SinceH is positive, the (1, 1)-form
√
−1∂̄∂ log g(z)

is positive, and thus

c1(L) =
1

m

[
1

2π
√
−1

∂̄∂ log g(z)

]
is positive. Consequently L is positive.

Q.E.D.

Remark 2.2. From the proof above, an ample line bundle L admits a Hermitian metric

of the form

g(z) =
m

√∑N

i=0
|f i(z)|2 (2.43)

for some sections si(z) =
(
zα, f i(z)

)
∈ Ȟ0(M,O(Lm)). □
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2.3.4 Compact Riemannian surfaces

Let E be a holomorphic vector bundle over a compact complex manifoldM . The Serre du-

ality Ȟp,q(M,E) ∼= Ȟn−p,n−q(M,E∗)∗ and Dolbeault isomorphism Ȟp,q(M,E) ∼= Ȟq(M,Ωp(E))

imply

Ȟq(M,Ωp(E)) ∼= Ȟn−q(M,Ωn−p(E∗))∗.

Putting p = q = 0, we have Ȟ0(M,O(E)) ∼= Ȟn(M,Ωn(E∗))∗ (see, e.g., [Ko2]).

Now we suppose that M is a compact Riemannian surface. Since dimCM = 1, we

have

Ȟ0(M,O(E)) ∼= Ȟ1(M,Ω1(E∗))∗ = Ȟ1(M,O(E∗ ⊗KM ))∗

and

dimC Ȟ
0(M,O(E)) = dimC Ȟ

1(M,O(E∗ ⊗KM ))

for the canonical line bundle KM = ΩM of M . The integer

g := dimC Ȟ
1 (M,OM ) = dimC Ȟ

0 (M,O(KM ))

is the genus of M .

The degree deg(L) of a holomorphic line bundle is defined by deg(L) =

∫
M
c1(L) ∈ Z.

If we apply the well-known Riemann-Roch theorem

dimC Ȟ
0(M,O(L))− dimC Ȟ

1(M,O(L)) = deg(L) + 1− g

to the case of L = KM , we have

dimC Ȟ
1(M,O(KM )) = dimC Ȟ

0(M,Ω1(K∗
M )) = dimC Ȟ

0(M,OM ) = 1

since M is compact and thus Ȟ0(M,OM ) = C. Consequently we have

deg(KM ) = 2g − 2.

The Euler characteristic is given by

χ(M) =

∫
M
c1(TM ) = −degKM = 2− 2g.

Any compact Riemannian surface M is determined completely by its genus g:

(1) if g = 0, then M is holomorphically isometric to the Riemannian sphere P1 =
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C ∪ {∞},

(2) if g = 1, then M is holomorphically isometric to a torus C/Λ,

(3) if g > 1, then M is hyperbolic, i.e., M admits a Kähler metric of negative curvature.

In the case of g = 0, i.e., M = P1, then since c1(TM ) > 0, its tangent bundle is positive

(or equivalently ample). In the case of g > 1, then its tangent bundle TM is negative since

c1(TM ) < 0.

2.4 Negative vector bundles and Griffiths-negativity

The ampleness of holomorphic line bundles is an important notion in algebraic geometry,

and it is equivalent to the positivity in the sense of differential geometry. It is natural to

generalize the notion of ampleness to the case of higher rank.

Let M be a compact complex manifold with a complex coordinate system {U, (zα)},
and let π : E → M be a holomorphic vector bundle. Since we shall work in an open set

U ⊂ M , we fix a local holomorphic frame field (e1, · · · , er) on U . Since any v ∈ π−1(U)

is represented as v =
∑
ζiei, we shall think (z, ζ) = (z1, · · · , zm, ζ1, · · · , ζr) as a local

holomorphic coordinate system in π−1(U), where (ζ1, · · · , ζr) is the fiber coordinate in

Ez.

Let ϕ : P(E) → M be the projective bundle associated with E. Denoted by [v] the

point of P(E) corresponding to v = (z, ζ) ∈ E, the tautological line bundle L(E) → P(E)

is defined by

L(E) = {([v], V ) ∈ P(E)× E | [v] ∈ V } . (2.44)

Definition 2.9. ([Ko1]) A holomorphic vector bundle E over a compact complex manifold

M is said to be negative if the tautological line bundle L(E) is negative, i.e., c1(L(E)) < 0.

A holomorphic vector bundle E over M is said to be ample if its dual E∗ is negative.

Suppose that E admits a Hermitian metric h =
∑
hij̄e

i ⊗ ēj . For all u ∈ Ez and

X ∈ TzM , we set

R(u⊗X) =
∑

Rij̄αβ̄(z)u
iujXαXβ

for the curvature tensor Rij̄αβ̄ of (E, h) where Rij̄αβ̄ :=
∑
hlj̄R

l
iαβ̄

.

Definition 2.10. A holomorphic vector bundle is said to be Griffiths-negative if E admits

a Hermitian metric h of negative curvature, i.e., R(u⊗X) < 0 at any point z ∈M for all

non-zero u ∈ Ez and non-zero X ∈ TzM .
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Remark 2.3. Let E be a holomorphic vector bundle endowed with a Hermitian metric h.

Denoted by Ω the curvature form of the Hermitian connection ∇ on (E, h), the curvature

form Ω∗ of the induced connection ∇∗ on the dual bundle E∗ is given by Ω∗ = −tΩ (cf.

Example 2.4). Therefore the curvature R∗ of ∇∗ is given by

R∗(u∗ ⊗X) = −
∑

Rjk̄αβ̄ujX
αukXβ,

where Rjk̄αβ̄ =
∑
hjl̄hmk̄Rml̄αβ̄. Hence

R∗(v∗ ⊗X) = −
∑

Rjk̄αβ̄ujX
αukXβ

= −
∑

Rml̄αβ̄u
mXαulXβ

= −R(u⊗X).

Thus E is Griffiths-negative if and only if E∗ is Griffiths-positive. □

We show a sufficient condition for the negativity of Hermitian bundles.

Theorem 2.4. If a holomorphic vector bundle E over a compact complex manifold M is

Griffith-negative, then E is negative.

Proof. Let h be a Hermitian metric on E of negative curvature. We define a function

Fh on E0 by Fh(z, ζ) = h(v, v) =
∑
hij̄(z)ζ

iζ̄j . If we set Fj = Fh/|ζj |2 on each Uj , then

{Fj} satisfy the relation

Fj =

(
|ζi|
|ζj |

)2

Fi =
∣∣l(ij)∣∣2 Fi.

Hence the family {Fj} defines a Hermitian metric on L(E). Some direct calculations imply

that the curvature form ∂̄∂ logFj = ∂̄∂ logF of this metric is given by

∂̄∂ logFh =

 1

Fh

∑
Rij̄αβ̄ζ

iζ̄j O

O −(logFh)ij̄


=

1

∥ζ∥2
∑

(Rij̄αβ̄(z)ζ
iζ̄j)dzα ∧ dz̄β −

∑ ∂2 logFh
∂ζi∂ζ̄j

∇ζi ∧∇ζj

=
1

∥ζ∥2
h(R(v), v)−

∑ ∂2 logFh
∂ζi∂ζ̄j

∇ζi ∧∇ζj .

Hence R(v ⊗X) < 0 implies that L(E) is negative, and thus E is negative.

Q.E.D.
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Remark 2.4. Let E0 (resp. L(E)0) denote the open sub-manifold of E (resp. L(E))

consisting of all non-zero elements. We define an open covering {Uj} of P(E) by Uj =

ϕ−1(U) ∩ {[v] ∈ P(E) | ζj ̸= 0}. Further we define tj : Uj → Uj × Cr by

tj([v]) :=

(
[v],
(ζ1
ζj
, · · · , ζ

r

ζj

))
.

Then {Uj , tj} defines a local trivialization φj : Uj × C → L(E)|Uj
of L(E) by φj([v], λ) =

λtj([v]). Using this local trivialization, we define a map τ : E0 → P(E)× E by

τ(v) := ([v], v) = ζjtj([v]) = φj([v], ζ
j).

This holomorphic map τ maps E0 biholomorphically onto L(E)0. Then, for any Hermitian

metric hL(E) on L(E), we define the norm ∥v∥E of v ∈ E0 by ∥v∥E =
√
hL(E)(τ(v), τ(v)).

Extending this definition continuously on E, we obtain a function F : E → R by

F (z, ζ) = ∥v∥2E .

This function F defines a complex Finsler metric on E, not Hermitian metric in general.

Hence the converse of Theorem 2.4 is an open problem. Kobayashi[Ko1] characterized

negativity of holomorphic vector bundles in terms of complex Finsler metrics ( see Theorem

3.1 in the next chapter). □

2.5 Ehresmann connections

Let E be a holomorphic vector bundle over a complex manifold M . We define the vertical

sub-bundle V of the total space TE by V = ker(d̃π) with d̃π = (π, dπ) for the derivative

dπ : T(z,ζ)E → TzM at v = (z, ζ) ∈ E . The fiber Vv ⊂ TvE over v ∈ E is the tangent

space of the fiber π−1(π(v)) at v ∈ E, i.e., Vv = {Y ∈ TvE | dπ(Y ) = 0}. The vertical

sub-bundle V ∼= Ẽ is a holomorphic vector bundle over E with standard fiber Cr. Since

the projection π is a holomorphic submersion, we have (T̃M)v ∼= Tπ(v)M = Im(dπv) ∼=
TvE/ ker(dπv) = TvE/Vv which induces the exact sequence of holomorphic vector bundles

over E:

O −−−−→ V
i−−−−→ TE

d̃π−−−−→ T̃M −−−−→ O, (2.45)

where T̃M = π∗TM .

A subspaceHv ⊂ TvE is called the horizontal subspace at v ∈ E ifHv is complementary

to Vv, i.e., TvE = Vv ⊕Hv. Although the vertical space Vv is uniquely determined at each
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point v ∈ E, the horizontal subspace Hv is not canonically determined.

The multiplier group C∗ ∼= {cI ∈ GL(r,C); c ∈ C∗} ⊂ GL(r,C) acts on the total space

as a sub-algebra of End(E) by the rule µλ : E ∋ v 7→ µλ(v) := (z, λ · ζ) ∈ E.

Definition 2.11. An Ehresmann connection on E is a smooth distribution H : E ∋ v 7−→
Hv ⊂ TE of a horizontal subspace Hv at each point v ∈ E in a C∗-invariant way, i.e., the

selection is required that

Hλ·v = dµλ(Hv) (2.46)

for all λ ∈ C∗ and v ∈ E, and Hv depends on v ∈ E smoothly.

An Ehresmann connection H on E is also called a horizontal sub-bundle of TE . Given

an Ehresmann connection H on E, TE splits into a C∞ decomposition

TE = V ⊕H. (2.47)

In another word, an Ehressmann connection H is a smooth distribution which assigns

to each point v ∈ E a linear sub-space Hv ⊂ TvE such that dimCHv = dimCM and

Hv ∩ Vv = {0}. Further dπ is an isomorphism on H, i.e., dπv(Hv) = Tπ(v)M . Thus an

Ehresmann connection H is equivalent to determine a C∞ splitting ψ of the short exact

sequence (2.45), namely, ψ is a C∞ bundle morphism ψ : T̃M → TE satisfying d̃π ◦ψ = id:

O V TE T̃M O.- - -� -
ι d̃π

ψ

The splitting (2.47) is written as TE = V ⊕ ψ(T̃M ).

For any sectionX ∈ A(TM ), there exists a uniqueXH ∈ A(H) such that dπ(XH) = X.

Such a section XH is called the horizontal lift of X. Then π ◦ µλ = π implies

dπλ·v
(
XH(λ · v)

)
= (dπv ◦ dµλ−1)

(
XH(λ · v)

)
= dπv

(
dµλ−1

(
XH(λ · v)

))
.

The assumption (2.46) shows dµλ−1

(
XH(λ · v)

)
= XH(v). Consequently any horizontal

lift XH satisfies

XH(λ · v) = dµλ
(
XH(v)

)
.

An alternative definition of Ehresmann connection is given by a left splitting P of

the sequence (2.45), i.e., V -valued (1, 0)-form P on E satisfying ι(Z)P = Z for every

Z ∈ A(V ), and

Pv = µ∗λPλ·v (2.48)

for every λ ∈ C∗. Then the horizontal sub-bundle H is defined by H = ker(P ).
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Definition 2.12. For a smooth curve c : I = [0, 1] →M in the base manifold M , a curve

c̃v : I → E starting a point v ∈ Ec(0) is called the horizontal lift of c with respect to H if

it satisfies c̃v(0) = v, π ◦ c̃v(t) = c(t) and

c̃∗vP = 0. (2.49)

Since dim I = 1, this differential equation is integrable, and it has a unique solution

c̃ζ with the initial condition v = c̃v(0). Consequently the horizontal lift c̃v = (c(t), X(t))

exists for every curve c = c(t) in M and for any point v ∈ Ec(0). Then we define a map

τc : Ec(0) → Ec(1) by

τc(v) = c̃v(1), v ∈ Ec(0). (2.50)

Since the solution of (2.49) depends smoothly on the initial condition v, the map τc is a

diffeomorphism between the fibers. For any λ ∈ C∗, λ · c̃v(t) = µλ (c̃v(t)) = (c(t), λX(t)).

Hence (2.48) implies

Pλ·c̃v

(
d(λ · c̃v)

dt

)
= Pλ·c̃v

(
dµλ

(
dc̃v
dt

))
= (µ∗λPλ·c̃v)

(
dc̃v
dt

)
= Pc̃v

(
dc̃v
dt

)
= c̃∗vP

(
d

dt

)
= 0.

Therefore λ · c̃v(t) is the horizontal lift of c = c(t) through the point λ · v ∈ Ec(0). The

uniqueness of the solution of (2.49) shows that λ · c̃v = c̃λ·v(t), and so we obtain c̃λ·v(1) =

λ · c̃v(1) = λ · τc(v), namely

τc(λ · v) = λ · τc(v) (2.51)

for any v ∈ Ec(0) and λ ∈ C∗. The derivative dτc,0 of τc at v = 0 is given by

dτc,0(v) = lim
t→0

τc(0 + t · v)− τc(0)

t
= lim

t→0

τc(t · v)
t

= τc(v).

Denoting τc by τc = (τ1c , · · · , τ rc ), τc is given by

τc(v) =


∂τ1c
∂ζ1

(0) · · · ∂τ1c
∂ζr

(0)

...
. . .

...
∂τ rc
∂ζr

(0) · · · ∂τ rc
∂ζr

(0)





ζ1

...

ζr


=
(∑

a1i ζ
i, · · · ,

∑
ari ζ

i
)
, ahi :=

∂τhc
∂ζi

(0).
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Therefore τc is a linear map. Since τc−1 = (τc)
−1, the map τc : Ec(0) → Ec(1) defined by

(2.50) is a linear isomorphism between the fibers.

Definition 2.13. The C-linear isomorphism τc is called the parallel displacement of v

along c with respect to H.

Let X be a tangent vector at z ∈M , and let c = c(t) be the integral curve of X through

the point z = c(0). Then, for the parallel displacement τc, we define ∇X : A(E) → A(E)

by

∇Xv =
d

dt t=0

[
τ−1
c (v(c(t)))

]
= lim

t→0

τ−1
c (v(c(t)))− v(z)

t
(z = c(0)). (2.52)

Since the parallel displacement τc is a linear isomorphism, the map ∇X is a linear mor-

phism. Furthermore

∇X(f · v) = lim
t→0

τ−1
c (f(c(t))v(c(t)))− f(z)v(z)

t

= lim
t→0

f(c(t))τ−1
c (v(c(t)))− f(z)v(z)

t

= lim
t→0

f(c(t))
[
τ−1
c (v(c(t)))− v(z)

]
t

+ lim
t→0

[f(c(t))− f(z)] v(z)

t

= lim
t→0

f(c(t))
τ−1
c (v(c(t)))− v(z)

t
+ lim
t→0

f(c(t))− f(z)

t
v(z)

= f(z)∇Xv +X(f)v(z)

shows that ∇ satisfies the Leibnitz rule

∇X(f · v) = f · ∇Xv +X(f) · v. (2.53)

Consequently any Ehresmann connection H determines a covariant derivative ∇ in E.

Conversely we shall show that any covariant derivative ∇ on E determines an Ehres-

mann connection on TE . Then the natural action µ of C∗ on E induces a holomorphic

vector field E on TE defined by

E(v) =
∑

ζi
(
∂

∂ζi

)
v

∼= (v, v) (2.54)
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for all v = (z, ζ) ∈ E.

Definition 2.14. The vector field E on E defined by (2.54) is called the tautological

section of V or radial vector field on E.

The tautological section E is invariant by the action µ of C∗ on E, i.e.,

dµλ(E) = E . (2.55)

Indeed, dµλ

(
∂

∂ζi

)
ζ

= λ

(
∂

∂ζi

)
λ·ζ

implies

dµλ(E) = dµλ

(∑
ζi
(
∂

∂ζi

)
(z,ζ)

)

=
∑

ζidµλ

(
∂

∂ζi

)
(z,ζ)

=
∑

ζiλ

(
∂

∂ζi

)
(z,λ·ζ)

=
∑

λζi
(
∂

∂ζi

)
(z,λ·ζ)

= E(z, λ · ζ).

Hence E is the fundamental vector field on E with respect to the action of C∗.

Let ∇ : A(E) → A1(E) be a connection on E such that ∇0,1 = ∂. Then ∇ induces

a natural Ehresmann connection H. Indeed the induced connection π∗∇ := ∇̃ : A(V ) →
A1(V ) defines a covariant derivative on V , since V ∼= Ẽ. For local expression of ∇̃, we

denote by {d̃z1, · · · , d̃zm} the dual of vector fields

{
∂̃

∂z1
, · · · , ∂̃

∂zm

}
on TE defined by

∂̃

∂zα
:= π∗

(
∂

∂zα

)
.

Then we can easily prove that the V -valued (1, 0)-form P defined by

P = ∇̃E =
∑(

∂

∂ζi

)
v

⊗
(
dζi +

∑
ζjΓ ijα(z)d̃z

α
)
∼= (v,∇v) ∈ E ⊕A1(E) (2.56)

satisfies P (Z) = Z for every Z ∈ A(V ), i.e., H = ker(P ) is an Ehresmann connection.

Further P satisfies Pf ·v = (f · v,∇(f · v)) = (f · v, df ⊗ v + f · ∇v) for any v ∈ A(E)

and f ∈ C∞(M). Thus any Ehresmann connection H is determined by a section (v, σ) of
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the bundle E ⊕A1(E) satisfying

f · (v, σ) = (f · v, df ⊗ v + f · σ)

for any v ∈ A(E), σ ∈ A1(E) and f ∈ C∞(M).

As shown in the above, any connection ∇ of (1, 0)-type on E defines an Ehresmann

connection H in the sense of Definition 2.11. In particular, the Hermitian connection ∇
on a Hermitian bundle (E, h) defines a natural Ehresmann connection H.

Let E be a holomorphic vector bundle with a Hermitian metric h =
∑
hij̄(z)e

i ⊗ ej .

The Hermitian connection ∇ of (E, h) is given by (2.15).

Proposition 2.15. Let c : (0, 1) →M be a smooth curve. Then the parallel displacement

τc along c is linear isomorphism and preserves the metric h, i.e., for all u, v ∈ Ec(0)

h (τc(u), τc(v)) = h(u, v). (2.57)

Let z0 ∈M be a fixed point, and C0 be the set of all closed curve based on z0. We put

Ψ0 = {τc | c ∈ C0}. Since the displacement τc : Ez0 → Ez0 is a linear isomorphism, relative

to the basis {s1(z0), · · · , sr(z0)} of Ez0 , any element of Ψ0 is represent by an element (τ ij)

of GL(r,C). Then, by (2.57) we have
∑
hrs̄τ

r
i τ

s
j = hij̄ . Hence Ψ0 is a subgroup of unitary

group U(r).

Definition 2.15. The group Φ0 is called the holonomy group of (E, h) with reference

point z0 ∈M .

Let (E, h) be a Hermitian bundle, and P : TE → V the connection on E defined by

(2.56):

P =
∑ ∂

∂ζi
⊗ P i,

where we put P i := ∇ζi = dζi +
∑
ωijζ

j . Then we define T ∈ A2(V ) by

T = ∇̃P. (2.58)

By definition, we have

T (X,Y ) = ∇̃XP (Y )− ∇̃Y P (X)− P ([X,Y ]).

From (2.56), we have T = ∇̃2E = (π∗R)(E). In local coordinate, the form T is given by

T =
∑ ∂

∂ζi
⊗
(∑

Ωi
jζ
j
)
=
∑ ∂

∂ζi
⊗
(∑

Rijαβ̄(z)ζ
j d̃zα ∧ d̃z̄β

)
.
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We call T the torsion form of (VE , ∇̃).

In the case of E = TM , i.e., E is the holomorphic tangent bundle of a complex manifold

M , then the bundle T̃M is naturally identified with V . Therefore we may consider the

differential dπ as another morphism dπ : TE −→ V with the form

dπ =
∑ ∂

∂ζα
⊗ d̃zα.

Then we define another torsion T̃ ∈ A2(V ) by

T̃ = ∇̃(dπ), (2.59)

that is,

T̃ (X,Y ) = ∇̃Xdπ(Y )− ∇̃Y dπ(X)− dπ[X,Y ]

for all X,Y ∈ A(TE). Then we have

T̃ =
∑

∇̃ ∂

∂ζβ
∧ dzβ =

∑ ∂

∂ζα
⊗ ωαβ ∧ dzβ =

∑ ∂

∂ζα
⊗
(∑

Γαβγ(z)d̃z
β ∧ d̃zγ

)
.

Therefore T̃ ≡ 0 if and only if (2.27) is satisfied, i.e., (M,h) is a Kähler manifold.

Proposition 2.16. A Hermitian manifold (M,h) is Kähler if and only if its torsion form

T̃ vanishes identically.





Chapter 3

Finsler metrics and connections

In this chapter, we will focus on the geometry of complex Finsler vector bundles. As

an application of the geometry of Kähler fibrations, we shall study the geometry of the

vertical sub-bundle V with the Hermitian metric g defined by a Rizza metric F . We shall

introduce the notion of Rizza-negativity of complex Finsler metrics. The fundamental tool

in this chapter is a partial connection on V ([Ha-Ai], [Ai6], [Ai8]).

3.1 Complex Finsler metrics

3.1.1 Complete circular domains and Minkowski functionals

We shall recall the notion of (complex) Minkowski space (cf. [Th], [Pa-Wo]). Let V be a

complex vector space of dimCV = n.

Definition 3.1. We call a function ∥ · ∥ : V → R a Minkowski norm on V if it satisfies

(1) ∥ζ∥ ≥ 0, and ∥ζ∥ = 0 if and only if ζ = 0,

(2) ∥λζ∥ = |λ| · ∥ζ∥ for all λ ∈ C and ζ ∈ V,

(3) ∥ζ∥ is C∞ on V \ {0}, and is continuous on V.

A complex vector space V is said to be a complex Minkowski space if a Minkowski norm

∥ · ∥ : V → R is defined on V. The unit ball D = {ζ ∈ Cn | ∥ζ∥ < 1} is called the indicatrix

of the given Minkowski norm.

We shall fix a basis {s1, · · · , sn} of V and identify V with Cn with coordinate system(
ζ1, · · · , ζn

)
. If we set f(ζ) = ∥ζ∥2, then f satisfies the following conditions:

67
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(f 1) f(ζ) ≥ 0, and f(ζ) = 0 if and only if ζ = 0,

(f 2) f(λζ) = |λ|2 · f(ζ) for all λ ∈ C and ζ ∈ V,

(f 3) f is C∞ on V \ {0}, and is continuous on V..

The function f is called a complex Finsler metric on V ∼= Cn. A complex Finsler

metric f is said to be strongly pseudo-convex if f is strongly pluri-subharmonic outside of

the origin, i.e., the Levi form

Lf (Z,Z) =
∑ ∂2f

∂ζi∂ζ̄j
ZiZ̄j

is positive-definite for all Z =
(
Z1, · · · , Zn

)
. Hence the complex Hessian (fij̄) defined by

fij̄ :=
∂2f

∂ζi∂ζ̄j
(3.1)

is positive-definite.

Definition 3.2. ([Pa-Wo]) A domain D in Cn satisfying the following conditions is called

a complete circular domain.

(1) If ζ ∈ D and λ ∈ C with |λ| ≤ 1, then λζ = (λζ1, · · · , λζn) ∈ D

(2) If ζ ∈ D̄ and λ ∈ C with |λ| < 1, then λζ ∈ D.

In the sequel we usually treat complete circular domains with smooth boundaries. For

a bounded complete circular domain D, its Minkowski functional mD is defined by

mD(ζ) := inf

{
1

t
| tζ /∈ D, t > 0

}
, ζ ∈ Cn. (3.2)

Moreover, if we set

fD = m2
D. (3.3)

Then it is trivial that fD satisfies fD(λζ) = |λ|2fD(ζ) for all ζ ∈ Cn and λ ∈ C, i.e., fD
is a complex Finsler metric on Cn. Moreover it is also trivial that ζ ∈ D if and only if

fD(ζ) < 1, i.e., the domain D is the indicatrix of the corresponding fD. If D is strongly

pseudo-convex, then (
(fD)ij̄

)
> 0,

(
(log fD)ij̄

)
≥ 0. (3.4)
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Hence there exists a one-to-one correspondence between the set of all complete circular

and strongly pseudo-convex domains with smooth boundaries and the set of all strongly

pseudo-convex Finsler metrics.

Proposition 3.1. ([Pa-Wo]) Let D1 and D2 be two complete circular domains in Cn with

smooth boundaries. Then, D1 is biholomorphic to D2 if and only if the Finsler metric fD1

of D1 is related to fD2 of D2 by fD1 = fD2 ◦A for some A ∈ GL(n,C).

By this proposition, the following characterization of Hermitian inner product is proved:

Proposition 3.2. ([Pa-Wo]) Let D be a complete circular domain in Cn. The following

statements are equivalent:

(1) D is biholomorphic to the unit ball B =
{
ζ ∈ Cn |

∑
|ζi|2 < 1

}
,

(2) the associated Finsler metric fD is of the form

fD(ζ) =

n∑
j=1

∣∣∣∣∣
n∑
k=1

Ajkζ
k

∣∣∣∣∣
2

for some A =
(
Ajk

)
∈ GL(n,C),

(3) fD is smooth at the origin.

Example 3.1. ([Ai3]) Let D be a domain in Cn defined by

D :=

{
ζ ∈ Cn |

n∑
i=1

∣∣ζi∣∣2 + |ζn|4 < 1

}
.

D is complete circular and strongly pseudo-convex domain. We shall construct the complex

Finsler metric fD whose indicatrix is the given D. We suppose that λζ ∈ ∂D for some

λ ∈ R. Then we have λ2 · ∥ζ∥2 + λ4 · |ζn|4 = 1, where we put ∥ζ∥2 =
∑n

i=1

∣∣ζi∣∣2. Setting
λ2 = 1/m2

D = 1/fD, we have

∥ζ∥2

fD
+

|ζn|4

f2D
= 1.

Therefore the function fD defined by

fD(ζ) =
1

2

{
∥ζ∥2 +

√
∥ζ∥4 + 4 |ζn|4

}
is a complex Finsler metric on Cn whose indicatrix is the given D. We note that this

Finsler metric fD is invariant by U(n− 1)× U(1). □
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3.1.2 Complex Finsler metrics on Cn+1 and Kähler metrics on Pn

In Example 1.9, it is shown that the natural Hermitian metric on Cn+1 induces a standard

Kähler metric ΠFS on the projective space Pn. Conversely it is natural to ask whether

any Kähler metric on Pn is induced from a Hermitian metric on Cn+1. This is not true

in general. In fact, any Kähler metric on Pn is induced from a strongly pseudo-convex

Finsler metric on Cn+1.

For a complex Finsler metric f on Cn+1, we shall correspond a real closed (1, 1)-form

Π =
√
−1 ∂∂̄ log f =

√
−1

n∑
i,j=0

∂2 log f

∂ζi∂ζ̄j
dζi ∧ dζ̄j .

Π is invariant by the action µ of C∗. Indeed, since λ∗ log f(ζ) = log f(λ ·ζ) for any λ ∈ C∗,

we have

µ∗λΠ =
√
−1 ∂∂̄ log f(λ · ζ)

=
√
−1 ∂∂̄ log

(
|λ|2 · f(ζ)

)
=

√
−1 ∂∂̄

(
log |λ|2 + log f(ζ)

)
=

√
−1 ∂∂̄ log f(ζ)

= Π.

Therefore there exists a closed real (1, 1)-form ΠPn on the complex projective space Pn

such that ρ∗ΠPn = Π, where ρ : Ĉn+1 → Pn is the natural projection.

We shall provide a more geometrical description of the Kähler metric ΠPn by the

same way as in Example 1.9. The holomorphic tangent bundle TPn is locally spanned

by the vector fields {dρ
(
∂/∂ζi

)
} with the relation (1.16), and ker(dρ) is spanned by the

tautological section E on Ĉn+1 defined in Example 1.9. Any strongly pseudo-convex Finsler

metric f defines a Hermitian metric h on Ĉn+1 by h =
∑
fij̄dζ

i⊗dζ̄j , where fij̄ are defined
by (3.1). Then we also define a Hermitian metric δ on Ĉn+1 by

δ(Y, Z) =
1

f(ζ)
h(Y, Z) (3.5)

for all Y,Z ∈ TζĈn+1. Here we notice that the norm ∥E∥ of E is defined by ∥E∥2 = f(ζ).

The homogeneity condition (f 2) implies that the Hermitian metric δ is invariant by the

natural action µ of C∗, i.e., LEδ ≡ 0. Therefore there exists a Hermitian metric g on Pn

such that δ = ρ∗g.
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Let E⊥
ζ ⊂ TζĈn+1 denote the δ-orthogonal complement to the line bundle spanned by

E , and p : TζĈn+1 → E⊥
ζ the orthogonal projection, i.e., p(Y ) = Y −δ(Y, E)E := Y ⊥. Then

E⊥
ζ is naturally identified with T[ζ]Pn, and a Hermitian metric g on T[ζ]P is defined by

(ρ∗g)(Y ⊥, Z⊥) = δ
(
Y ⊥, Z⊥

)
=

1

f(ζ)

[
h(Y, Z)− 1

f(ζ)
h(Y, E)h(E , Z)

]
=
∑ ∂2 log f

∂ζi∂ζ̄j
Y iZj

for all Y,Z ∈ TζĈn+1. The fundamental form ΠPn of this metric is given by

ΠPn =
√
−1∂∂̄ log f. (3.6)

For the non-homogeneous coordinate (ζ1, · · · , ζn) on Uj =
{
[ζ] ∈ Pn | ζi ̸= 0

}
, the local

function

gj([ζ]) := log f(ζ)− log |ζj |2 = log

[
1

|ζj |2
f(ζ)

]
satisfies

√
−1∂∂̄gi =

√
−1∂∂̄gj =

√
−1∂∂̄ log f on Ui ∩ Uj . Hence the real (1, 1)-form

ΠPn =
√
−1∂∂̄gi (3.7)

defines the Kähler metric on Pn with Kähler potentials {gj}. Especially, if the function

f is given by f(ζ) =
∑
ζiζ̄i (i.e., f(ζ) is the fundamental function of the flat metric∑

dζi ⊗ dζ̄i on Cn+1), the induced Kähler metric on Pn is the Fubini-Study metric ΠFS .

We shall show that the converse of this fact is also true.

Proposition 3.3. A Kähler metric ΠPn on the projective space Pn defines a strongly

pseudo-convex Finsler metric on Cn+1 uniquely up to a positive constant multiple.

For the proof of this proposition, we use the following example.

Example 3.2. Let H be the sheaf of germs of pluri-harmonic functions onM . By the ∂∂̄-

Poincaré lemma, for any pluri-harmonic function KU on U ⊂ M , there exists a holomor-

phic function φU satisfying KU = (φU +φU )/2. Moreover, if Re(φU ) := (φU +φU )/2 = 0,

then φU = θU ×
√
−1 for some real-valued constant function θU on U . Hence we have the

following exact sequence of sheaves:

0 −→ R ×
√
−1−→ O Re−→ H −→ 0, (3.8)



72 CHAPTER 3. FINSLER METRICS AND CONNECTIONS

Therefore, we have the long exact sequence of cohomology groups in the case of M = Pn

0 −−−−→ Ȟ0(Pn,R) −−−−→ Ȟ0(Pn,O) −−−−→ Ȟ0(Pn,H) −−−−→ Ȟ1(Pn,R) −−−−→

∥ ∥ ∥

R C 0

This implies Ȟ0(Pn,H) = R. Hence any pluri-harmonic function on Pn is constant.

Proof of Proposition 3.3. We express ΠPn locally as ΠPn =
√
−1∂∂̄gj on Uj for a

C∞-function gj on Uj . Since gj − gi is pluri-harmonic, Remark 1.2 implies that there

exists a one-cocycle Kij ∈ Z1(Ui ∩Uj ,OPn) satisfying gj − gi = Kij +Kij on Ui ∩Uj ̸= ϕ.

Then {Kij} is a one-cocycle on Pn, and since H1(Pn,O) = 0, we may put Kij = (Kj −
log ζj)− (Ki − log ζi) for a zero-cochain {Kj} on Pn. Hence we have

gj − (Kj +Kj) + log |ζj |2 = gi − (Ki +Ki) + log |ζi|2

If we put

fj([ζ]) = exp{gj − (Kj +Kj)}

on Uj , we have |ζj |2fj([ζ]) = |ζi|2fi([ζ]). Thus we have a function f(ζ) = |ζj |2fj([ζ]) on

Cr+1. It is clear that f satisfies the conditions (f 1), (f 2) and (f 3). Moreover, because

of
√
−1∂∂̄ log f =

√
−1∂∂̄ log fj =

√
−1∂∂̄gj > 0 and

√
−1∂∂̄f =

√
−1f

(
∂∂̄ log f + ∂ log f ∧ ∂̄ log f

)
,

the function f defines a strongly pseudo-convex Finsler metric on Cn+1.

We suppose that we get another Finsler metric f̃ from another Kähler potential {g̃j}.
Then, since

√
−1∂∂̄g̃j =

√
−1∂∂̄gj , the function log f̃ − log f is pluri-harmonic function

on Pn. Hence it is a constant c. Consequently we have f̃ = ecf .

Q.E.D.

3.2 Complex Finsler bundles

3.2.1 Complex Finsler metric on vector bundles

Let E be a holomorphic vector bundle over a complex manifold. If rank(E) = 1, then any

Finsler metric on E is reducible to a Hermitian metric, and so we assume rank(E) ≥ 2 in

the sequel.



3.2. COMPLEX FINSLER BUNDLES 73

Definition 3.3. A complex Finsler metric on E is a smooth assignment to each fiber

Ez = π−1(z) of a Minkowski norm ∥ · ∥z. We call (E, ∥ · ∥) a complex Finsler vector

bundle.

We shall fix a local holomorphic frame fields eU = (e1, · · · , en) of E on U ⊂M and the

local coordinate system (z1, · · · , zn, ζi, · · · , ζr) ∈ U × Cr on π−1(U) defined in §2.4. We

define a function F : E → R by F (z, ζ) = ∥v∥2. Then F satisfies the following conditions:

(F1) F (z, ζ) ≥ 0 and F (z, ζ) = 0 if and only if v = (z, ζ) = 0,

(F2) F (z, λζ) = |λ|2F (z, ζ) for all λ ∈ C,

(F3) F is smooth on E0 := E \ {0}.

Conversely, if a function F : E → R satisfying these condition is given on E, then

it defines a unique complex Minkowski norm ∥ · ∥ on E. Thus, in the sequel, we always

identify a complex Minkowski norm ∥ · ∥ with F and we shall call F a complex Finsler

metric in E.

Example 3.3. Let h be an arbitrary Hermitian metric on E. With respect to an open

cover {U , (eU )}, we put hij̄ = h(ei, ej). The function Fh : E → R defined in the proof of

Theorem 2.4 is a complex Finsler metric in E. We remark here that this function Fh is

smooth on E. Conversely, it is easily shown that if a complex Finsler metric F is smooth

on E, then F coincides with the function Fh defined by a Hermitian metric h. □

Proposition 3.4. ([Ko1]) Any complex Finsler metric on E is identified with a Hermitian

metric on the tautological line bundle L(E).

Proof. We shall fix an open covering U of M , and we define an open covering {Uj}
of P(E) by Uj = ϕ−1(U) ∩ {ζj ̸= 0} for each U ∈ U . Then the transition functions {l(ij)}
of L(E) relative to {Uj} are given by (cf. (1.20)):

l(ij)([v]) =
ζi

ζj
.

For any complex Finsler metric F on E, we define a positive function Fj on Uj by

Fj([v]) =
1

|ζj |2
F (z, ζ).

Then, it is easily verified that

Fj([v]) = |l(ij)|2Fi([v]). (3.9)
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Thus the family {Fj} defines a metric on L(E).

Conversely, since any Hermitian metric on L(E) is defined by the family {Fj} of

positive functions satisfying (3.9), we can define a complex Finsler metric F on E by

F (z, ζ) = |ζj |2Fj([v]) (see Remark 2.4).

Q.E.D.

Definition 3.4. A complex Finsler metric F is called a Rizza metric if F is strongly

pseudo-convex on each fiber Ez.

Example 3.4. Let D be a strongly convex domain in Cn+1 with smooth boundary. The

Kobayashi metric FD is defined by

FD(z, ζ) := inf
φ

{
1

R

}
,

where the infimum is taken all holomorphic maps φ : ∆(R) → D satisfying φ(0) = z and

dφ(d/dt)0 = ζ for all (z, ζ) ∈ TD. By the early work due to Lempert[Le], the function

F = F 2
D defines a Rizza metric on TD. □

For every point z ∈M , we define a function Fz : Ez → R by Fz(ζ) = F (z, ζ). We set

gij̄(z, ζ) =
∂2Fz
∂ζi∂ζ̄j

. (3.10)

Since Fz is a strongly pseudo-convex on Ez ∼= Cr, the Hermitian matrix (gij̄) is positive-

definite. Then each fiber Ez ∼= Cr admits a Kähler metric gz defined by

gz(Y,Z) =
∑

gij̄(z, ζ)Y
iZj (3.11)

for all Y, Z ∈ TζEz. Hence E →M is a smooth family of Kähler manifolds {Ez,
√
−1∂∂̄Fz}

parameterized by z ∈M .

3.2.2 Construction of Rizza metrics

We take an open covering {U(j)} of P(E) defined in the proof of Proposition 3.4. The

collection {Uz,(j) := Pz ∩U(j)} defines an open covering of Pz. If a Rizza metric F is given

on E, then F gives a Kähler metric on the projective space P(Ez) := Pz. Indeed, the local
function

G(j)([v]) = log

[
1

|ζj |2
Fz(ζ)

]
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defined on Uz,(j) gives a Kähler form Πz on Pz by Πz =
√
−1∂∂̄G(j), and the real (1, 1)-

form

ΠP(E) =
√
−1∂∂̄ logF (3.12)

is a pseudo Kähler metric on P(E) in the sense that it is positive definite only in vertical

directions.

Conversely we suppose that P(E) → M is a smooth family of Kähler manifolds

{Pz,ΠPz}z∈M . Denoted by ΠPz =
√
−1∂∂̄G(j) for a smooth function G(j) in Uz,(j),

G(j) −G(i) = k(ij) + k(ij) (3.13)

for some k(ij) ∈ Z1(Uz,(i)∩Uz,(j),OPz) since G(j)−G(i) is pluri-harmonic on Uz,(i)∩Uz,(j) ̸=
∅ (cf. Remark 1.2). Then H1(Pz,OPz) = 0 assures that we can take k(j) ∈ C0(Uz,(j),OPz)

satisfying

k(ij) = (k(j) − log ζj)− (k(i) − log ζi),

where {k(i)} are smooth in z ∈ U . Then (3.13) implies

G(j) − (k(j) + k(j)) + log |ζj |2 = G(i) − (k(i) + k(i)) + log |ζi|2.

Putting F(j)(z, [ζ]) = exp
[
G(j) − (k(j) + k(j))

]
, we have

|ζj |2F(j)(z, [ζ]) = |ζi|2F(i)(z, [ζ])

on Uz,(i) ∩ Uz,(j). Since F(i) depends on z ∈ M smoothly, if we define a smooth function

F : E0 → R by

F (z, ζ) = |ζj |2F(j)(z, [ζ]), (3.14)

then F satisfies (F3) for any (z, ζ) ∈ E0 and λ ∈ C∗. Hence we can extend F continuously

on the whole of E by setting F (z, 0) = 0, i.e., F defined by (3.14) is complex Finsler

metric on E.

Denoted by Fz := F E0
z
the restriction of F to the fiber E0

z := Ez\{0},

√
−1∂∂̄ logFz =

√
−1∂∂̄

(
logF(j)E0

z

)
=

√
−1∂∂̄G(j) (3.15)

from the construction of F . Further

∂∂̄ logFz =
1

Fz

(
∂∂̄Fz −

1

Fz
∂Fz ∧ ∂̄Fz

)
(3.16)
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show that the matrix (gij̄) defined by (3.10) is positive-definite. Thus any pseudo Kähler

metric ΠP(E) on P(E) determines a Rizza metric F on E.

Proposition 3.5. Let E be a holomorphic vector bundle over a compact complex manifold

M . If P(E) → M is a family of Kähler manifolds parametrized by M , then E admits a

Rizza metric.

The Kähler potentials {G(j)} of ΠPz are not uniquely determined. Let F̃ be a Finsler

metric obtained from another Kähler potentials {G̃(j)}. It follows from
√
−1∂∂̄G(j) =

√
−1∂∂̄G̃(j) that log F̃z− logFz is pluri-harmonic on Pz, and thus it is a constant σz in Pz.

Consequently we have F̃z = eσzFz. The corresponding Finsler metrics F and F̃ satisfy the

relation F̃ = eσ(z)F for a smooth function σ(z) on M . Hence the Rizza metric obtained

from ΠP(E) is unique up to the conformal factor eσ(z) on M .

Corollary 3.1. Any pseudo Kähler metric ΠP(E) on P(E) determines the conformal class

of a Rizza metric F on E.

3.2.3 Partial connection D on (V, g)

A horizontal sub-bundle H of the holomorphic tangent bundle TE over E is called a

complex non-linear connection if

(N1) H is invariant by the natural action µ of C∗ on E,

(N2) H is smooth on E0 and continuous on E.

If H is smooth on E, then H is an Ehresmann connection on E in the sense of Definition

2.11.

Let F be a Rizza metric on E derived from the given pseudo Kähler metric ΠP(E) on

P(E), and g the Hermitian matrix defined by (3.10). The tangent space TζEz is naturally

identified with the fiber V(z,ζ) of the vertical sub-bundle V over (z, ζ) ∈ E. Hence g defines

a Hermitian metric on V by

g

(
∂

∂ζi
,
∂

∂ζj

)
:= gij̄(z, ζ). (3.17)

If a complex non-linear connection H is given on E, then we can define a partial connection

D : A(V ) → A(H∗ ⊗ V ) of (1, 0)-type on V . Denoted by

P =
∑ ∂

∂ζi
⊗
(
dζi +

∑
N i
αdz

α
)
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the projection P : TE → V with ker(P ) = H, a partial connection D on V is defined by

DXHZ = P (LXHZ) , (3.18)

where LXH denotes the Lie derivative by XH . We shall determine a non-linear connection

H so that D satisfies

DXHg = 0 (3.19)

for all X ∈ A(TM ). If we write the horizontal lifts X1, · · · , Xm with respect to H of local

frame fields
∂

∂z1
, · · · , ∂

∂zm
as

Xα =
∂

∂zα
−
∑

N l
α

∂

∂ζ l
,

then (3.19) can be written as

∂

∂ζi

(
∂2F

∂zα∂ζ̄j
−
∑

N l
αglj̄

)
= 0.

Hence we define H by

N l
α =

∑
gj̄l

∂2F

∂zα∂ζ̄j
=
∑

gj̄l
∂gkl̄
∂zα

ζk, (3.20)

where gj̄l denote the components of the inverse of
(
gij̄
)
.

Proposition 3.6. ([Ai1], [Ai6]) Let F be a Rizza metric on a holomorphic vector bundle E.

Then there exists a complex non-linear connection H on E so that the partial connection

D associated with H satisfies (3.19).

From the homogeneity condition (F3), the local functions N l
α satisfy

N l
α(z, λ · ζ) = λN l

α(z, ζ) (3.21)

for any λ ∈ C∗. This homogeneity is equivalent to the assumption (N1), and thus we

obtain

Lemma 3.1. The local basis {X1, · · · , Xm} of H is invariant by the action µ of C∗.
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Proof. Indeed we obtain

dµλ(Xα) = dµλ

((
∂

∂zα

)
(z,ζ)

−
∑

N l
α(z, ζ)

(
∂

∂ζ l

)
(z,ζ)

)

= dµλ

(
∂

∂zα

)
(z,ζ)

−
∑

N l
α(z, ζ)dµλ

(
∂

∂ζ l

)
(z,ζ)

=

(
∂

∂zα

)
(z,λ·ζ)

−
∑

N l
α(z, ζ)λ

(
∂

∂ζ l

)
(z,λ·ζ)

=

(
∂

∂zα

)
(z,λ·ζ)

−
∑

N l
α(z, λ · ζ)

(
∂

∂ζ l

)
(z,λ·ζ)

= Xα(z, λ · ζ).

Q.E.D.

The partial connection D defined by (3.18) is of (1, 0)-type:

Dα
∂

∂ζi
:= DXα

∂

∂ζi
=
∑

Γ liα
∂

∂ζ l
, (3.22)

where Γ liα = ∂iN
l
α. From (3.19) the coefficients Γ liα also expressed as

Γ liα =
∑

glm̄Xα(gim̄) =
∑

glm̄
(
∂gim̄
∂zα

−
∑

Nk
α

∂gim̄
∂ζk

)
. (3.23)

The action µ of C∗ on E induces the tautological section E of V defined by (2.54). Then

we obtain

Proposition 3.7. The partial connection D on (V, g) satisfies

DαE = 0 (3.24)

and the Rizza metric F is constant along H, i.e.,

XαF = 0. (3.25)

3.3 Negative vector bundles and Rizza-negativity

A characterization of negative holomorphic vector bundles is given by Kobayashi[Ko1]. In

this section, we shall discuss the negativity (or ampleness) of holomorphic vector bundles

by using complex Finsler geometry, and we present a proof of Kobayashi’s theorem.
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A holomorphic vector bundle E over a compact complex manifold M is negative if its

tautological line bundle L(E) is negative. From Remark 2.1 and Proposition 3.4, the first

Chern class c1(L(E)) is given by

[√
−1

2π
∂̄∂ logF

]
for a complex Finsler metric F on E.

Thus L(E) is negative if and only if

√
−1∂̄∂ logF < 0 (3.26)

or equivalently ΠP(E) =
√
−1∂∂̄ logF defines a Kähler metric on the total space P(E).

Kobayashi’s characterization is obtained by analyzing the positivity of the form ΠP(E).

The curvature form Ωi
j of D is defined by

D2 ∂

∂ζj
=
∑ ∂

∂ζi
⊗Ωi

j ,

and we write Ωi
j =

∑
Ki
jαβ̄

dzα ∧ dz̄β so that

Kij̄αβ̄ :=
∑

glj̄K
l
iαβ̄ = −Xβ̄Xαgij̄ +

∑
gkl̄Γ

k
iαΓ

l
jβ . (3.27)

3.3.1 A curvature formula and Kobayashi’s theorem

We will use the following proposition for the proof of Kobayashi’s theorem,

Proposition 3.8. Suppose that a holomorphic vector bundle E admits a Rizza metric F .

Then the curvature ∂̄∂ logF of the Hermitian metric on L(E) is given by

∂̄∂ logF =
1

F

∑
Ψαβ̄dz

α ∧ dz̄β −
∑

∂i∂j̄(logF )P
i ∧ P j , (3.28)

where ∂i := ∂/∂ζi, ∂j̄ := ∂/∂ζ̄j, and we put

Ψαβ̄ :=
∑

Kij̄αβ̄ζ
iζj

with P i := dζi +
∑
N i
αdz

α.

For the proof of the formula (3.28), we first show some useful formulae.

Lemma 3.2. Let N i
α be the coefficients of the non-linear connection H defined by (3.20).

Then ∑
FiA

i
αj̄ = 0,

∑
FīA

i
αj̄

= 0, (3.29)

where Ai
αj̄

:= ∂j̄N
i
α, Fi := ∂iF and Fī := ∂īF .
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Proof. It is sufficient to prove the first identity. From (3.20), we have

∑
FiA

i
αk̄ =

∑
Fi
∂N i

α

∂ζ̄k

=
∑

gim̄ζm
∂

∂ζ̄k

(∑
gil̄

∂2F

∂zα∂ζ̄ l

)
=
∑

gim̄ζm

(∑ ∂gil̄

∂ζ̄k
∂2F

∂zα∂ζ̄ l
+
∑

gil̄
∂3F

∂zα∂ζ̄k∂ζ̄ l

)

=
∑

ζm

(∑
gim̄

∂gil̄

∂ζ̄k
∂2F

∂zα∂ζ̄ l
+

∂3F

∂zα∂ζ̄k∂ζ̄m

)

=
∑

ζm
(
−
∑ ∂gim̄

∂ζ̄k
gil̄

∂2F

∂zα∂ζ̄ l
+

∂3F

∂zα∂ζ̄k∂ζ̄m

)
=
∑

ζm
(
−
∑ ∂gk̄m̄

∂ζi
gil̄

∂2F

∂zα∂ζ̄ l
+
∂gk̄m̄
∂zα

)
= 0,

since
∑
ζmgk̄m̄ = 0 (cf. [Ko3]).

Q.E.D.

Lemma 3.3.

XαFj̄ = 0, XᾱFj = 0. (3.30)

Proof. Indeed, from (3.25) and (3.29), we have

XαFj̄ =
∂

∂zα

(
∂F

∂ζ̄j

)
−
∑

N l
α

∂

∂ζ l

(
∂F

∂ζ̄j

)
=

∂

∂ζ̄j

(
∂F

∂zα

)
−
∑

N l
α

∂

∂ζ̄j

(
∂F

∂ζ l

)
=

∂

∂ζ̄j

(
∂F

∂zα
−
∑

N l
α

∂F

∂ζ l

)
+
∑

FlA
l
αj̄

= 0,

and XᾱFj = XαFj̄ = 0.

Q.E.D.

Proof of Proposition (3.28). From (3.25) we have

∂F

∂zα
=
∑

N l
α

∂F

∂ζ l
,

∂F

∂z̄α
=
∑

N l
α

∂F

∂ζ̄ l
. (3.31)
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Then (3.30) implies

∂̄∂ logF = − 1

F 2
∂̄V F ∧ ∂V F +

1

F
∂̄(∂V F ) =

1

F 2

∑
FiFj̄P

i ∧ P j + 1

F
∂̄
(∑

FiP
i
)

and

∂̄
(∑

FiP
i
)

=
∑

∂̄Fi ∧ P i +
∑

Fi∂̄P
i

=
∑(∑

XᾱFidzα +
∑

Fij̄P
j
)
∧ P i +

∑
Fi

(∑
Xβ̄N

i
αdz

β ∧ dzα +
∑

Aij̄αP
j ∧ dzα

)
=
∑

FiXβ̄N
i
α dz

β ∧ dzα +
∑

gij̄P
j ∧ P i,

where ∂V denotes the partial derivative in the vertical direction. Therefore we have

∂̄∂ logF = −
∑(

gij̄
F

−
FiFj̄
F 2

)
P i ∧ P j + 1

F

∑
FiXβ̄N

i
α dz

β ∧ dzα

= −
∑

(logF )ij̄P
i ∧ P j + 1

F

∑
FiXβ̄N

i
α dz

β ∧ dzα.

Here we note that∑
FiXβ̄N

i
α =

∑
Xβ̄(FiN

i
α)−

∑
(Xβ̄Fi)N

i
α

=
∑

Xβ̄

(
∂F

∂zα

)
=

∂2F

∂zα∂z̄β
−
∑

gm̄l
∂Fl
∂z̄β

∂Fm̄
∂zα

=
∑(

Xβ̄Xαgij̄ −
∑

gm̄lXαgim̄Xβ̄glj̄

)
ζiζj

=
∑(

Xβ̄Xαgij̄ −
∑

gkl̄Γ
k
iαΓ

l
jβ

)
ζiζj

= −
∑

Kαβ̄ij̄ζ
iζj

Therefore

∂̄∂ logF = −
∑

(logF )ij̄P
i ∧ P j + 1

F

(
−
∑

Kαβ̄ij̄ζ
iζj
)
dzβ ∧ dzα

=
1

F

∑(∑
Kαβ̄ij̄ζ

iζj
)
dzα ∧ dzβ −

∑
(logF )ij̄P

i ∧ P j .

i.e., we complete the proof of the curvature formula (3.28).

Q.E.D.
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As shown in Theorem 2.4, if E is Griffiths-negative, then E is negative. The converse

is not true in general.

Theorem 3.1. ([Ko1]) A holomorphic vector bundle E over a compact complex manifold

M is negative if and only if E admits a Rizza metric F with negative Ψ .

Proof. Since the second term of (3.28) is negative definite in the vertical direction in

P(E), (3.26) is satisfied if and only if Ψ is negative.

Q.E.D.

Definition 3.5. ([Ha-Ai]) A holomorphic vector bundle E is said to be Rizza-negative if

E admits a Rizza metric F of negative curvature, i.e.,

K(Z ⊗XH) :=
∑

Kij̄αβ̄Z
iXαZjXβ < 0

at any point (z, ζ) ∈ E0 for any non-zero Z ∈ V(z,ζ) and X
H ∈ H(z,ζ).

From the curvature formula (3.28) and Theorem 3.1, we obtain

Theorem 3.2. ([Ha-Ai]) If E is Rizza-negative, then E is negative.

Proof. Since F is a Rizza structure, the identity g(E , E) = F (z, ζ) and Schwarz

inequality assure the negativity of the second term of the expression of ∂̄∂logF in each

T[ζ]Pz. Further, if (E,F ) is Rizza-negative, then
∑
Ψαβ̄X

αX
β

= K(E ⊗ XH) implies

(3.26), i.e., E is negative.

Q.E.D.

As a special case, we consider the case where the Rizza metric F is derived from a

Hermitian metric h, i.e., F = Fh(z, ζ) =
∑
hij̄(z)ζ

iζj for the components hij̄ of h. Then

Ψαβ̄ is given by Ψαβ̄ =
∑
Rij̄αβ̄(z)ζ

iζj for the curvature tensor Rij̄αβ̄ of (E, h). Therefore, if

(E, h) is Griffiths-negative, then
√
−1∂̄∂ logFh < 0 which gives another proof of Theorem

2.4.

We shall state another characterization of negative vector bundles due to [Ca-Wo].

We denote by ⊙mE the symmetric tensor product of E. Then we have Grothendieck’s

identification:

Hp (P(E),H) ∼= Hp(M,⊙mE∗) (3.32)

for all p ≥ 0 and m ≥ 0. Let γ : Hp (P(E),H) −→ Hp(M,⊙mE∗) be the isomor-

phism. The bases {σ0, · · · , σN} of H0 (P(E),H) is identified with a bases {ω0, · · · , ωN} of
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H0(M,⊙mE∗) by setting γ∗ωb = σb. Then a Hermitian metric h⊗m on ⊙mE is defined by

h⊗m(A,B) =

N∑
b=0

ωb(A)ω̄b(B̄) (3.33)

for all A,B ∈ A(⊙mE). Then it induces a Finsler metric F on E by setting

F (v) =
[
h⊗m(⊗mv,⊗mv)

]1/2m
= 2m

√
h⊗m(⊗mv,⊗mv) (3.34)

In [Ca-Wo], it is proved that the metric h⊗m on ⊙mE has negative curvature, and thus the

Finsler metric F defined by (3.34) has negative curvature Ψ . From the discussion above,

we have

Theorem 3.3. ([Ca-Wo]) Let π : E →M be a holomorphic vector bundle of rank(E) ≥ 2

over a compact complex manifold M . The following statements are equivalent.

(1) E∗ is ample,

(2) E admits a Rizza metric with negative Ψ ,

(3) there exists a sufficiently large m ∈ Z and a Hermitian metric h⊗m on the symmetric

product ⊙mE with negative curvature, namely, ⊙mE is Griffiths-negative.

3.3.2 A construction of Rizza metrics on negative vector bundles

For a negative vector bundle E overM , we shall construct a Rizza metric F with negative Ψ

(cf. [Ai6] and [Ha-Ai]). From Definition 2.9 the line bundle L(E) is negative, and so L(E)∗

is ample. Hence there exists a sufficiently large m ∈ Z such that L := L(E)∗⊗m is very

ample. Then Theorem 2.3 shows that we can take a bases {σ0, · · · , σN} of H0(P(E), L)

such that

P(E) ∋ [v] −→ (σ0([v]) : · · · : σN ([v])) ∈ PN

defines a holomorphic embedding φf : P(E) → PN . Then Lemma 2.2 shows that L ∼= φ∗
fH

for the hyperplane bundle H over PN .
Since PN admits the Fubini-Study metric, the first Chern form of H is given by

√
−1

2π
∂̄∂ log

(∑N
b=0

∣∣T b∣∣2
|T a|2

)−1

on Va =
{
[T 1 : · · · : TN ] ∈ PN T a ̸= 0

}
. On Uj := p−1(U) ∩ {ζj ̸= 0} ⊂ P(E), we put

σb = {σj,b}, (b = 0 · · · , N), where σj,b are holomorphic functions on Uj . Then a canonical
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Hermitian metric hφ∗
fH of φ∗

fH is defined by

hφ∗
fH,a([v]) =

(∑N
b=0 |σj,b([v])|

2

|σj,a([v])|2

)−1

on φ−1
f (Va) ∩ Uj . Since H is ample and φf is holomorphic embedding, we have

√
−1

2π
∂̄∂ log hφ∗

fH,a([v]) > 0. (3.35)

The corresponding Hermitian metric hL on L is given by the functions

hL,j([v]) =

(∑N

b=0
|σj,b([v])|2

)−1

on each Uj . Since L = L(E)∗m, the corresponding Hermitian metric on L(E) is given by

the functions

hL(E),j([v]) =
m

√∑N

b=0
|σj,b([v])|2

on Uj . Then, since τ(v) = ζjtj([v]) ∼=
(
[v], ζj

)
on Uj , we shall define a complex Finsler

metric F on E by

F (v) :=
∣∣ζj∣∣2 hL(E),j =

m

√∑N

b=0
|σj,b([v])|ζj |m|2. (3.36)

This definition is independent on the choice of the neighborhood Uj , since {hL(E),j} satisfies
|ζj |2hL(E),j = |ζi|2hL(E),i on Ui ∩ Uj ̸= ∅. From (3.35), the function F defined by

F (v) =

[∑N

b=0
σb ([v])⊗ σ̄b ([v])

]1/2m
=

m

√∑N

b=0
|σb ([v])|2 (3.37)

is a Rizza metric satisfying (3.26).

Proposition 3.9. ([Ai6], [Ha-Ai]) Let E be a negative vector bundle over a compact

complex manifold M . For the holomorphic embedding φf : P(E) → PN , the function F

defined by (3.37) is a Rizza metric on E with negative Ψ .



Chapter 4

Averaged metrics and connections

In this chapter, we shall be concerned with averaged Hermitian metrics and connections on

holomorphic vector bundles. In the first section, we consider a smooth family of compact

Kähler manifolds and a proposition due to Schumacher[Sc3] which gives a basic idea for

this research will be quickly reviewed. In the third section, we shall introduce the notions

of averaged Hermitian metrics and averaged connections analogously to the real Finsler

geometry (see [Ma-Ra-Tr-Ze] and [To-Et]), and in the last section, we show that Rizza-

negetivity implies Griffiths-negativity of holomorphic vector bundles.

4.1 Family of Kähler manifolds

Let X and M be complex manifolds, and let ϕ : X →M be a holomorphic submersion.

Denoted by TX and TM the holomorphic tangent bundles over X and M respectively, we

obtain a short exact sequence of holomorphic vector bundles:

O −−−−→ V
ι−−−−→ TX

d̃ϕ−−−−→ T̃M −−−−→ O, (4.1)

where the vertical sub-bundle V is defined by V := ker{d̃ϕ : TX → T̃M} and d̃ϕ = (ϕ, dϕ)

for the derivative dϕ of ϕ. The fiber V(z,w) over (z, w) can be identified with the tangent

space TwXz, i.e., V(z,w) = TwXz, where Xz := ϕ−1(z). Then any smooth complement of

V defines a smooth horizontal vector sub-bundle H ⊂ TX . Such a bundle H is defined

by H = ker(P) for a smooth morphism P : TX → V satisfying P ◦ ι = id.

We denote by (z, w) = (z1, · · · , zm, w1, · · · , wr) a local complex coordinate for X ,

where z = (z1, · · · , zm) and w = (w1, · · · , wr) denote the ones for M and Xz respectively.

Since P may be considered as V -valued (1, 0)-form on X then P can be written as

85
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P =
∑ ∂

∂wc
⊗ (dwc +

∑
N c
αdz

α) for some local functions N c
α. Then the horizontal lifts

Xα with respect to H of local frame fields {∂/∂zα} are given by

Xα =
∂

∂zα
−
∑

N c
α

∂

∂wc
.

For any tangent vector X on M and its horizontal lift XH with respect to H , we set

DXH v := P (LXH v) , (4.2)

where LXH is the Lie derivative by XH . Then DXH v is linear in XH and satisfies the

Leibniz rule DXH (fv) = XH (f)v + fDXH v, i.e., D is a partial connection on V .

We suppose that X admits a pseudo Kähler metric ΠX , i.e., ΠX is a smooth family

of Kähler forms Πz on the fibers Xz of X . Thus we consider ϕ : X → M as a family of

compact Kähler manifolds {Xz,Πz} smoothly parametrized by z ∈M .

Since the bundle V may be thought as the bundle of vectors that tangent to the fibers

of ϕ, the relative Kähler forms {Πz} define a Hermitian metric g in V by

g

(
∂

∂wa
,
∂

∂wb

)
:= gab̄, Πz =

√
−1

2

∑
gab̄dw

a ∧ dw̄b.

Then we assume that D satisfies

Dg = 0. (4.3)

Since D is defined by the Lie derivative in the horizontal direction H , this assumption

means that the the metric g is preserved by the parallel displacement relative to H , i.e.,

(LXH g) Xz = 0.

We express gab̄ as gab̄ = ∂a∂b̄G for a local smooth function G, where ∂a = ∂/∂wa and

∂b̄ = ∂/∂w̄b. Then the assumption (4.3) can be written as

∂

∂wa

(
∂2G

∂zα∂w̄b
−
∑

gcb̄N c
α

)
= 0.

Hence, if we define H by

N c
α :=

∑
gb̄c

∂2G

∂zα∂w̄b
(4.4)

for the the components gb̄c of the inverse of (gcb̄), the partial connection D satisfies the
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assumption (4.3). For a smooth (r, r)-form η on X ,

∂

∂zα

∫
Xz

η =

∫
Xz

LXαη and
∂

∂z̄α

∫
Xz

η =

∫
Xz

LXαη, (4.5)

where Xα := Xα denotes the conjugate of Xα.

Proposition 4.1. [Sc3] Let ϕ : X → M be a family of compact Kähler manifolds

{Xz,Πz} parametrized by z ∈ M , and let H be the horizontal sub-bundle of TX defined

by (4.4). Then we have

(LXαΠz)Xz
= 0 and (LXαdv)Xz

= 0, (4.6)

where dv = (
√
−1)r det(gab̄)dw

1 ∧ dw1 ∧ · · · ∧ dwr ∧ dwr = Πr
z/r! is the relative volume

form in V induced from Πz. Further we obtain

X

(∫
Xz

dv

)
=

∫
Xz

LXH dv = 0 (4.7)

for any vector filed X in M . Thus the volume of each fiber (Xz,Πz) is constant.

Remark 4.1. Let ΩM denote the holomorphic cotangent bundle, and let d̃z1, · · · , d̃zm

denote the local frame field of the pull-back Ω̃M = ϕ∗ΩM . For the zero-cochain N =∑
N c
α(∂/∂w

c)⊗ d̃zα of Γ (TX ⊗ Ω̃M ),

[∂N ] :=

[∑
∂N c

α ⊗ ∂

∂wc
⊗ d̃zα

]
∈ H0,1

∂
(X ,V ⊗ Ω̃M )

is an obstruction for the existence of holomorphic splitting of (4.1), i.e., extension class,

and [
∂N

(
∂

∂zα

)]
:=

[∑ ∂N c
α

∂w̄b
∂

∂wc
⊗ dw̄b

]
∈ H0,1

∂
(Xz, TXz)

is an obstruction for the infinitesimal triviality of (4.1), i.e., Kodaira-spencer class. □

4.2 Partial connections on V

In this section, we shall be concerned with the special case of the previous section, i.e., we

treat the case of X = P(E) for a holomorphic vector bundle E over a compact complex

manifold M . Following to [Sc3], we will apply Lie derivation only to relative tensor fields,

i.e., to smooth families of tensor fields on the fibers P(Ez) := Pz.
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We suppose that E admits a Rizza metric F which induces a Hermitian metric g =∑
gij̄dζ

i⊗ dζ̄j on the vertical sub-bundle V defined by (3.17). We denote by E⊥ the com-

plex distribution of codimension one defined by the complex orthogonal to the tautological

section E , i.e., E⊥ := {Z ∈ V g(Z, E) = 0}, and by Z⊥ = p(Z) the orthogonal projection

of Z onto E⊥:

Z⊥ := Z − 1

F
g(Z, E)E .

Then

dµλ

(
∂

∂ζi

)⊥

(z,ζ)

= dµλ

[(
∂

∂ζi

)
(z,ζ)

− 1

F (z, ζ)
g

((
∂

∂ζi

)
(z,ζ)

, E(z, ζ)

)
E(z, ζ)

]

= dµλ

(
∂

∂ζi

)
(z,ζ)

− 1

F (z, ζ)
g

((
∂

∂ζi

)
(z,ζ)

, E(z, ζ)

)
dµλ(E(z, ζ))

= λ

(
∂

∂ζi

)
(z,λζ)

− 1

F (z, ζ)
g

((
∂

∂ζi

)
(z,ζ)

, E(z, ζ)

)
E(z, λζ)

and

g

((
∂

∂ζi

)
(z,ζ)

, E(z, ζ)

)
=
∑

gij̄(z, ζ)ζ
j

=
∑

gij̄(z, λζ)λζ
j × 1

λ

= g

((
∂

∂ζi

)
(z,λζ)

, E(z, λζ)

)
× 1

λ

lead to

dµλ

(
∂

∂ζi

)⊥

(z,ζ)

= λ

(
∂

∂ζi

)
(z,λζ)

− 1

F (z, ζ)
g

((
∂

∂ζi

)
(z,λζ)

, E(z, λζ)

)
× 1

λ
E(z, λζ)

= λ

[(
∂

∂ζi

)
(z,λζ)

− 1

|λ|2
1

F (z, ζ)
g

((
∂

∂ζi

)
(z,λζ)

, E(z, λζ)

)
E(z, λζ)

]

= λ

[(
∂

∂ζi

)
(z,λζ)

− 1

F (z, λζ)
g

((
∂

∂ζi

)
(z,λζ)

, E(z, λζ)

)
E(z, λζ)

]

= λ

(
∂

∂ζi

)⊥

(z,λζ)

.

Therefore dµλ(Z
⊥) = λZ⊥, and thus we have
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Lemma 4.1. The orthogonal projection Z⊥ satisfies

dµλ(Z
⊥) = λZ⊥ (4.8)

for all λ ∈ C∗.

We define a Hermitian metric δ on V by

δ(Z,W ) :=
1

F
g(Z,W )

for all Z,W ∈ A(V ). Let H be the non-linear connection on E determined in Proposition

3.6, and let D be the partial connection on (V, g) determined by (3.18). Then

DαZ
⊥ = Dα

(
Z − 1

F
g(Z, E)E

)
= DαZ − 1

F
g(DαZ, E)E

implies

DαZ
⊥ = (DαZ)

⊥ (4.9)

for any Z ∈ A(V ). Further we have

Proposition 4.2. The partial connection D is compatible with δ:

Dδ = 0. (4.10)

Proof.

(Dαδ) (Z
⊥,W⊥)

= Xα

(
δ(Z⊥,W⊥)

)
− δ

(
DαZ

⊥,W⊥
)
− δ

(
Z⊥, DαW

⊥
)

= Xα

(
1

F

[
g(Z,W )− 1

F
g(Z, E)g(E ,W )

])
− 1

F

[
g(DαZ,W )− 1

F
g(DαZ, E)g(E ,W )

]
− 1

F

[
g(Z,DαW )− 1

F
g(Z, E)g(E , DαW )

]
=

1

F

[
g(DαZ,W ) + g(Z,DαW )− 1

F
g(DαZ, E)g(E ,W )− 1

F
g(Z, E)g(E , DαW )

]
− 1

F

[
g(DαZ,W )− 1

F
g(DαZ, E)g(E ,W )

]
− 1

F

[
g(Z,DαW )− 1

F
g(Z, E)g(E , DαW )

]
= 0

Q.E.D.

Let V be the vertical sub-bundle of TP(E). The fiber V(z,[ζ]) of V over (z, [ζ]) ∈ P(E)
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is naturally identified with E⊥
(z,ζ). Since δ is invariant by the action µ of C∗, there exists a

Hermitian metric g on V such that δ = ρ∗g:

(ρ∗g)(Z⊥,W⊥) = δ(Z⊥,W⊥) =
1

F

[
g(Z,W )− 1

F
g(Z, E)g(E ,W )

]
. (4.11)

for any Z,W ∈ A(V ).

Let X1, · · · , Xm be the horizontal lifts of local frame fields
∂

∂z1
, · · · , ∂

∂zm
with respect

toH. From Lemma 3.1 the basis {X1, · · · , Xm} is invariant by the action µ of C∗. Further,

since the projection ρ : E0 → P(E) commutes with the action µ, we have

dρ ((Xα(z, λ · ζ)) = dρ (dµλ(Xα(z, ζ)) = d(ρ ◦ µλ)(Xα(z, ζ)) = dρ ((Xα(z, ζ)) .

Thus Xα(z, [ζ]) = dρ(Xα)(z, [ζ]) makes sense, and hence we shall define a horizontal sub-

bundle H of TP(E) by H = dρ(H). Then {X1, · · · ,Xm} defined by

Xα(z, [ζ]) := dρ(z,ζ)(Xα) (4.12)

spans the horizontal sub-space H(z,[ζ]) at (z, [ζ]) ∈ P(E). We also define a partial connec-

tion D on V by the Lie derivative with respect to H similarly to the previous section (cf.

(4.2)). We set Z̃ = dρ(Z⊥) for any Z ∈ A(V ). Then P ◦ dρ = dρ ◦ P implies

DαZ̃ = P([Xα, Z̃]) = P
([
dρ(Xα), dρ(Z

⊥)
])

= dρ
(
P
([
Xα, Z

⊥
]))

,

where Dα := DXα . Hence

DαZ̃ = dρ(DαZ
⊥). (4.13)

Then Proposition 4.2 and

(Dαg)(Z̃, W̃ ) = Xα
(
g(Z̃, W̃ )

)
− g

(
DαZ̃, W̃

)
− g

(
Z̃,DαW̃

)
= dρ(Xα)

(
g(Z̃, W̃ )

)
− g

(
dρ(DαZ

⊥), dρ(W⊥)
)
− g

(
dρ(Z⊥), dρ(DαW

⊥)
)

= dρ(Xα)
(
g(Z̃, W̃ )

)
− δ

(
DαZ

⊥,W⊥
)
− δ

(
Z⊥, DαW

⊥
)

= Xα

(
(ρ∗g)(Z⊥,W⊥)

)
− δ

(
DαZ

⊥,W⊥
)
− δ

(
Z⊥, DαW

⊥
)

= Xα

(
δ(Z⊥,W⊥)

)
− δ

(
DαZ

⊥,W⊥
)
− δ

(
Z⊥, DαW

⊥
)

= (Dαδ) (Z
⊥,W⊥)

= 0
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lead to

Proposition 4.3. ([Ha-Ai]) The partial connection D on V is compatible with g:

Dg = 0. (4.14)

The parallel displacement with respect to H is an isometry with respect to the metric

g on V . Then the volume form dv defined by dv = Πr−1
z /(r − 1)! for the restriction

Πz := ΠP(E) Pz is preserved by the parallel displacement, i.e., [LXαdv] |Pz = 0. Hence we

have
∂

∂zα

∫
Pz

dv =

∫
Pz

LXαdv = 0. (4.15)

Hence we obtain

Proposition 4.4. ([Ha-Ai]) The volume of each fiber {Pz, gz} is constant.

Remark 4.2. Yan[Ya] proved this proposition by direct methods in the case where E is

the holomorphic tangent bundle TM over a complex manifold M . □

From Proposition 4.4, if a Rizza metric F is given in E, then we can apply Proposition

4.1 to the family of Kähler manifolds ϕ : P(E) →M with the pseudo Kähler form ΠP(E).

4.3 Averaged metrics and connections

In this section, we shall show that we can define a Hermitian metric on E from the metric

g on V by taking an L2 inner product.

We define Zu ∈ A(E⊥) by Zu :=
(
uV
)⊥

for any u ∈ A(E), where uV =
∑

ui(z)
∂

∂ζi
∈

A(V ) denotes the vertical lift of u. Further we introduce a Hermitian structure h on E

by the L2-inner product

h(u, v) :=

∫
Pz

g(ũ, ṽ)dv, (4.16)

for any u, v ∈ A(E), where ũ = dρ(Zu) and ṽ = dρ(Zv).

Definition 4.1. The Hermitian metric h on E defined by (4.16) is called the averaged

metric of g.

Further we define ∇ : A(TM )×A(E) ∋ (X,u) 7−→ ∇Xu ∈ A(E) by

h(∇Xu, v) :=
∫
Pz

g(DXH ũ, ṽ)dv, (4.17)
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where XH denotes the horizontal lift of X to P(E) with respect to H . Since D is of

(1, 0)-type, ∇ is also of (1, 0)-type. Further it is obvious that ∇Xu is linear in X and the

Leibniz rule is checked as follows:

h(∇X(fu), v) =
∫
Pz

{g(X(f)ũ+ fDXH ũ, ṽ)} dv

= h (X(f)u+ f∇Xu, v)

for any f ∈ C∞(M) and u, v ∈ A(E).

Theorem 4.1. ([Ha-Ai]) The connection ∇ is the Hermitian connection on (E, h).

Proof. Since D is of (1, 0)-type, the connection ∇ is also of (1, 0)-type. Hence it is

enough to show that ∇ is compatible with h. From (4.17) and Proposition 4.3, we obtain

(∇Xh)(u, v) = X(h(u, v))− h(∇Xu, v)− h(u,∇Xv)

= X

(∫
Pz

g(ũ, ṽ)dv

)
−
∫
Pz

g(DXH ũ, ṽ)dv −
∫
Pz

g(ũ,DXH ṽ)dv

=

∫
Pz

{
XH (g(ũ, ṽ))− g(DXH ũ, ṽ)− g(ũ,DXH ṽ)

}
dv

=

∫
Pz

(DXH g)(ũ, ṽ)dv

= 0.

Hence ∇ is compatible with h.

Q.E.D.

Definition 4.2. The Hermitian connection ∇ defined by (4.18) is called the averaged

connection of D .

4.4 Rizza-negativity and Griffiths-negativity

Let h be the Hermitian metric on E defined by (4.16), and let hij̄ = h(si, sj) be the

components of h with respect to a local holomorphic frame filed s = {s1, · · · , sr} of E.

We write the curvature form Ωi
j of ∇ as Ωi

j =
∑
Ri
jαβ̄

dzα ∧ dz̄β so that

Rij̄αβ̄ :=
∑

hlj̄R
l
iαβ̄ = −∂β̄∂αhij̄ +

∑
hlm∂αhim∂β̄hlj̄ , (4.18)
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where ∂α := ∂/∂zα and ∂β̄ := ∂/∂z̄β. On the other hand, (4.14) and (4.15) imply

∂αhij̄ =

∫
Pz

Xα(g(s̃i, s̃j))dv =

∫
Pz

g(Dαs̃i, s̃j)dv

and

∂β̄∂αhij̄ =

∫
Pz

Xβ(g(Dαs̃i, s̃j))dv =

∫
Pz

{
g(DβDαs̃i, s̃j) + g(Dαs̃i,Dβ s̃j)

}
dv,

where Dβ := DXβ
. Hence (4.18) implies

−Rij̄αβ̄ +
∑

hlm∂αhim∂β̄hlj̄ =

∫
Pz

{
g(DβDαs̃i, s̃j) + g(Dαs̃i,Dβ s̃j)

}
dv.

Setting g(DβDαs̃i, s̃j) := −Rij̄αβ̄, we get

Rij̄αβ̄ −
∑

hlm∂αhim∂β̄hlj̄ =

∫
Pz

{
Rij̄αβ̄ − g(Dαs̃i,Dβ s̃j)

}
dv. (4.19)

Let z0 ∈ M be an arbitrary point, and let s = {s1, · · · , sr} be a local frame field in

(E, h) such that s is normal at z0 ∈M , i.e., hij̄(z0) = δij and ∂αhij̄(z0) = 0. Then (4.19)

implies

Rij̄αβ̄(z0) =

[∫
Pz

{
Rij̄αβ̄ − g(Dαs̃i,Dβ s̃j)

}
dv

]
z=z0

,

and thus∑
Rij̄αβ̄(z0)u

iXαujXβ =

[∫
Pz

{∑
Rij̄αβ̄u

iXαujXβ −
∥∥∥∑(Dαs̃i)u

iXα
∥∥∥2}dv]

z=z0

for all (ui) ∈ Cr and (Xα) ∈ Cm, where we put∥∥∥∑(Dαs̃i)u
iXα

∥∥∥2 = g
(∑

(Dαs̃i)u
iXα,

∑
(Dβ s̃j)u

jXβ
)
.

This implies

∑
Rij̄αβ̄(z0)u

iXαujXβ ≤
[∫

Pz

{∑
Rij̄αβ̄u

iXαujXβ
}
dv

]
z=z0

(4.20)

We will use the notation R(ũ⊗XH ) for the Hermitian form

R(ũ⊗XH ) :=
∑

Rij̄αβ̄u
iXαujXβ.
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From (4.20) we obtain

Theorem 4.2. ([Ha-Ai]) Let D be the partial connection on (V , g) determined by the

horizontal sub-bundle H , and let ∇ be the averaged connection of D . Then the curvatures

R of ∇ and R of D satisfy

R(u⊗X) ≤
∫
Pz

R(ũ⊗XH )dv (4.21)

for all u ∈ Ez and X ∈ TzM at every point z ∈M .

Definition 4.3. We say that the partial connection D has negative curvature (resp. semi-

negative curvature) if R(ũ ⊗ XH ) < 0 (resp. R(ũ ⊗ XH ) ≤ 0) for all non-zero u ∈ Ez

and non-zero X ∈ TzM at any point z ∈M .

Hence (4.21) implies

Theorem 4.3. ([Ha-Ai]) If the partial connection D on (V , g) has negative curvature

(resp. semi-negative curvature), then E is Griffiths-negative (resp. Griffiths-semi-negative).

By the definition of D and (4.13), we have

Dβ̄Dαs̃i = P

([
dρ(Xβ̄), dρ

(
Dα

(
∂

∂ζi

)⊥
)])

= dρ

(
Dβ̄Dα

(
∂

∂ζi

)⊥
)

and

Dβ̄Dα

(
∂

∂ζi

)⊥
= Dβ̄Dα

(
∂

∂ζi
− 1

F
g

(
∂

∂ζi
, E
)
E
)

= Dβ̄Dα
∂

∂ζi
− 1

F
g

(
Dβ̄Dα

∂

∂ζi
, E
)
E

= −
∑

K l
iαβ̄

(
∂

∂ζ l
− 1

F
g

(
∂

∂ζ l
, E
)
E
)

= −
∑

K l
iαβ̄

(
∂

∂ζ l

)⊥
.

Therefore

g
(
Dβ̄Dαs̃i, s̃j

)
= g

(
dρ

(
Dβ̄Dα

(
∂

∂ζi

)⊥
)
, dρ

(
∂

∂ζj

)⊥
)

= − 1

F
g

(∑
K l
iαβ̄

(
∂

∂ζ l

)⊥
,

(
∂

∂ζj

)⊥
)
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implies

Proposition 4.5. Let D be the Finsler connection on (V, g), and let D be the partial

connection on (V , g) as above. Then the curvatures K of D and R of D satisfy the

relation

R(ũ⊗XH ) =
1

F
K(Zu ⊗XH) (4.22)

at every point (z, ζ) ∈ E0 for any u ∈ Ez and X ∈ TzM .

Therefore, if F has negative curvature, then (4.22) implies

R(u⊗X) ≤
∫
Pz

R(ũ⊗XH )dv < 0,

and we have

Theorem 4.4. ([Ha-Ai]) Let E be a holomorphic vector bundle over a complex manifold

M . If E is Rizza-negative, then E is Griffiths-negative.

Therefore Theorem 2.4 concludes the following relation:

E is Rizza-negative. =⇒ E is Griffiths-negative. =⇒ E is negative.
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