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// ----------  ---------- // 
void Bubblesort(int D[], int n){ 

int i, j; 
for(i = 0 ; i < n-1 ; i++){ 

for(j = n-1 ; j > i ; j--){ 
if(D[j-1] > D[j]){ swap(D[j-1], D[j]); } 

} 
} 

} 

for
swap swap(x,y) x

y
for D

1 for
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for 5 for
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// -------------  ------------ // 
void Insertsort(int D[], int n){ 

int i, j, x; 
for(i = 1 ; i < n ; i++){ 

x = D[i];  j = i; 
while ((D[j-1] > x) && (j > 0)){ 

D[j] = D[j-1];  j = j-1; 
} 
D[j] = x; 

} 
return; 

} 
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for 5 while
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// -------------  ------------- // 
void Selectionsort (int D[] , int n){ 

int max, max_index, i, j; 
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for(i = n-1 ; i > 0 ; i--){ 
max = D[0];  max_index = 0; 
for(j = 1 ; j <= i ; j++){ 

if(D[j] >= max){ 
max = D[j];  max_index = j; 

} 
} 
swap(D[max_index], D[i]); 

} 
return; 

} 
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// ------------- Quick sort  ------------- // 
void Quicksort(int D[], int left, int right){ 

int pivot_index; 

(5)
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if(left >= right) return; 
pivot_index = partition(D, left, right); 
Quicksort(D, left, pivot_index - 1); 
Quicksort(D, pivot_index + 1, right); 

} 

4-1 D left right
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// ------------- partition  ------------- // 
int partition(int D[], int left, int right){ 

int k, i, j; 
k = rand() % (right - left + 1) + left; 
swap(D[k],D[right]); 
i = left;  j = right - 1; 
while(i <= j){ 

while(D[i] < D[right]) i++; 
while((D[j] >= D[right]) && (j>=i)) j--; 
if(i < j){ swap(D[i],D[j]);} 

} 
swap(D[i],D[right]); 
return i; 

} 
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// ------------- Heapsort  ------------- // 
void Heapsort(int D[], int n){ 

int i, *T;  //  (int ) 
T = (int*)malloc(sizeof(int)*n+1); 
push_heap(D, T, n); 
for(i = n-1 ; i >= 0 ; i--){ 

D[i] = delete_maximum(T, i+1); 
} 
free(T); 

} 

(7)

(8)
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// ---------- push_heap  ---------- // 
void push_heap(int D[], int T[], int n){ 

int k, i, size = 1; 
for(i = 0 ; i < n ; i++){ 

T[size] = D[i]; 
k = size; 
while((T[k] > T[k/2])&&(k > 1)){ 

swap(T[k], T[k/2]);  k = k/2; 
} 
size++; 

} 
} 

5-2 4 for 5 11
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while 10
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// ---------- delete_maximum  ---------- // 
int delete_maximum(int T[], int i){ 

int k, size, big; 
size = i; 
T[0] = T[1]; 
T[1] = T[size]; 
k = 1; 
while(2*k <= size){ 

if(2*k == size){ 
if(T[k] < T[2*k]){ 

swap(T[k], T[2*k]);  k = 2*k; 
} 
else{ break; } 

} 
else{ 

if(T[2*k] < T[2*k+1]) { big = 2 * k + 1; } 
else{ big = 2 * k; } 
if(T[k] < T[big]){ 

swap(T[k], T[big]);  k = big; 
} 
else{ break; } 

} 
} 

return T[0]; 
} 
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// ------------- Mergesort ------------- // 
void Mergesort(int D[], int left, int right){ 

int mid; 
if(left >= right) return; 
mid = (left + right) / 2; 
if(left<mid) Mergesort(D, left, mid); 
if(mid+1<right) Mergesort(D, mid + 1, right); 
merge(D, left, mid, right); 

} 
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// --------------- merge  --------------- // 
void merge(int D[], int left, int mid, int right){ 

int x, y, i, *A; 
int m = right - left + 1;  
A = (int*)malloc(sizeof(int)*m); 
x = left;  y = mid + 1; 
for(i = 0 ; i <= m-1 ; i++){ 

if(x == mid + 1){ A[i] = D[y]; y++; } 
else if(y == right+1){ A[i] = D[x]; x++; } 
else if(D[x] <= D[y]){ A[i] = D[x]; x++; } 
else{ A[i] = D[y]; y++; } 

} 
for(i = 0 ; i <= m-1 ; i++) D[i+left] = A[i]; 
free(A); 

} 

6-2 5 malloc A 6
7 12 for

for A
A 13

A D merge

2 2

6-2 10
A 3 (b)

5 1
1-1, 1-2 V510-15IKB CPU Intel(R) 

Core(TM) i5-7200U, 2.50GHz OS Windows 10 Pro RAM 8.00GB
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 0.00 0.02 0.07 1.76 7.05 44.11 
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 0.01 0.08 0.39 10.48 42.57 266.86 
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// ------------- BIsort  ------------ // 
void BIsort(int D[], int n){ 

int  i, j, right, left, mid, x; 
for(i = 1 ; i < n ; i++){ 

x = D[i];  left = 0;  right = i; 
while(left < right){ 

mid = (left + right) / 2; 
if(D[mid] <= x)  left = mid + 1; 
else  right = mid; 

} 
if(i != left){ 

for(j = i ; j > left ; j--){ 
D[j] = D[j-1]; 

} 
D[left] = x; 

} 
} 
return; 

} 

7 4
for 17 5

6 while 7
8 9 while
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 5  10  15  20  25  30  35  40  45  50  

BI  1.20 4.75 10.73 19.11 30.05 42.93 58.55 76.48 96.85 119.39 

 1.78 7.19 16.13 28.79 44.75 64.24 88.17 114.57 145.25 179.52 
 (%) 

(BI / ) 
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