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Chapter 1 

Introduction 
 

In this paper, an automatic broad surveillance system is proposed to understand 

wide area situation. In our study, “wide area situation recognition” is not a fixed board 

field of view due to a camera which is attached to balloon, but it is intended to cover 

dynamically wide space from above to track the movement of a person. Specific 

contents of the state recognition contain suspicious person detection and tracking, 

abnormalities detection, confirmation of crop growth state, life log auto-created, and so 

on. To achieve automatic processing of target tracking and state monitoring, a flying 

robot that is equipped with camera is used for getting moving images and a new image 

processing method by confusing multiple modules is proposed for analyzing aerial 

image and calculating the position and moving direction of the subject. Then, the 

position and moving direction are used to control flying robot to track the subject 

automatically. 

With development of image processing technology and UAV (Unmanned Aerial 

Vehicles) technology, wide area situation recognition is concerned by more and more 

researchers. By understanding wide area situation, we can grasp the important 

information of the target, such as size, color, position, direction, what is doing, and so 

on. It can be applied to many fields, such as the surveillance, human life log, artificial 

satellite, medical science, and so on. Therefore, object detection is very important. The 

image processing technology is used to detect and analyze the characteristics of the 

target. In addition, due to these characteristics, the target can be tracked, and it can help 

us to continuously understand information of the target in detail. Above said is a general 

procedure for monitoring system. In view of this, the image processing technology is 

very important, so we must understand the development of image processing 

technology. 

The history of the image processing technology has been over 50 years. Meanwhile, 

a lot of technologies and theories have been developed, and various application systems 

have been commercialized [1]. As shown in Table.1, the digital image processing by 

using computer was beginning around 1960. Image quality improvement of satellite 

images and the binary image expressed by the character recognition have been 
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attempted [2]. The computer vision technology started from the late 1960s. Studies on 

computer vision are not only for characters, symbols, and graphics recognition in 

two-dimension, but also for object recognition in three-dimension. Therefore, From 

1970s, developments on the industrial vision processing, satellite image processing and 

medical imaging processing are prosperous. In 1972, Computer tomography developed 

by EMI is widespread concerned. In the same year, digital images of resource data of 

the earth's surface are transmitted to the ground by the Space Resources Satellite 

Landsat traveling around the track, and remote sensing field is flourished. About 

industrial vision processing, studies of industrial usage of vision technology begin in 

early 1970s, and major field of robotics is formed in late 1970s. 

 

Table.1 Historical changes of image processing technology 
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Especially, the contribution of visual technology on the semiconductor assembly is 

remarkable. Because the automation, efficiency, and labor saving in the production 

process are produced, it is a significant contribution to improve quality of 

semiconductor devices. In addition, entering 1970s, the interactive image processing 

system by using a mini computer is more and more popular. In the 1980s, as above 

studies developed, technologies of drawing recognition, document understanding, 

facsimile, and copier are spread. By promoting the development of dedicated processor, 

practical application of remote sensing and industrial applications has become popular. 

Entering 1990s, use of knowledge, the introduction of image processing expert system, 

parallel processing for high-speed processing, and pipeline processing are rapidly 

progressed [3]. 

In the 21st century, four fundamental technologies are quickly developed. Firstly, 

object of image processing is from non-image information to high concrete media, and 

image processing and application technology is becoming the leading role. Furthermore, 

robot vision also has been developed rapidly. It use two-dimensional information to 

restore the actual scene of three-dimension, and a number of conventional approaches 

were performed. In 21st century, according to understanding the realistic situation, it 

becomes more and more important to close to the cognitive ability of human vision. In 

addition, technologies of multimedia database and visual interface are also flourished [4]. 

As a monitoring system, it contains three important parts, monitoring section, 

transmitting section and control section. In monitoring section, moving images are got. 

Then, images are transmitted to control section by transmitting section. In control 

section, images are analyzed by using image processing technology, and then control 

command is transferred to monitoring section. This procedure is shown in Fig.1. 

 

 

 

 

Fig.1 Working process of a monitoring system 
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For a monitoring system, the Image Processing Technology is not enough. We must 

consider about the capability and cost of monitoring section, so it can help me to choose 

the monitoring equipment. For example, if we want to carry out the fixed point 

surveillance, we can choose one or multiple surveillance cameras. If we want to track 

the target always, we can choose running robot or aerial robot that has tracking 

capability. In addition, if we want to monitor the target in wide area, it is important to 

keep wide visual field, so we can choose aerial robot. In the Table.2, differences 

between the surveillance camera [5], running robot [6], and flying robot [7] are shown. The 

visual field of surveillance camera is limited, and it cannot track the target always, so it 

is not suitable for wide area monitoring. Due to running robot, the view field is also 

limited, and it may be affected by obstructions, so it also not suitable for wide area 

monitoring system. About flying robot, it can fly in air, so the visual field is larger than 

surveillance camera and running robot. Also, flying robot is almost not affected by 

obstructions. However, it may be affected by outside influences, such as wind, rain, 

airflow, and so on. 

 

 

 

Table.2 Differences of surveillance equipments 
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Because of this, aerial robot is chosen for the wide area monitoring system. The 

development of aerial robot is rapid, especially in the Unmanned Aerial Vehicle (UAV). 

As shown in Table.3, the history of UAV is very long. In 1896, the flight test of the 

Model Aircraft named Aerodrome had been performed by Langley [8]. In 1903, the 

Manned Power Aircraft is tested by Wright brothers [9]. Around 1914, the development 

of autopilot system by using Gyro is successful. During the First World War, the UAV 

integrating wireless control and autopilot is developed. However, because peripheral 

technology is immature, it cannot be for practical realization [10]. In 1928 and 1935, the 

Biplane UAV with wireless control is successful in America and Britain respectively. 

During the Second World War, the development of UAV system is very quickly. For 

example, Reginald Denny Industries of Hollywood star produced Radio Controlled 

(RC) target planes for the military from 1942 to 1945 [11]. After the Second World War, 

the Military UAVs are researched in many countries. In addition, after the Vietnam War, 

the Large-scale UAVs are developed in America. In 1987, Pioneer UAV of Israel is 

successfully tested [12]. In 1995, Civilian UAV named Aerosonde is successfully 

developed in Australia [13]. Entering 2000, as the technologies of GPS, Sensors, property 

of computer improving, the Military UAV and Civilian UAV are both rapidly developed 

in many countries, such as America, Japan, China, and so on. 

Nowadays, there are about 300 types UAVs in the world [14]. A UAV is the 

prominent part of a whole system that is necessary to fly the aircraft. Even though there 

is no pilot physically present in the aircraft, this doesn’t mean that it flies by itself 

autonomously. In many cases, the crew responsible for a UAV is larger than that of a 

conventional aircraft. The aircraft is controlled from the ground (the Ground Control 

Station or GCS), so it needs reliable communication links to and from the aircraft, but 

also to the local Air Traffic Control (ATC) authorities if required (usually when flying 

higher than 150-200 m above the ground). The GCS provides a working space for a 

pilot, navigator, instrument operator and usually a mission commander [15]. 
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Table.3 Historical changes of Unmanned Aerial Vehicle 
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As above said, the aircraft is controlled from the ground (the Ground Control 

Station or GCS), so it needs reliable communication links from the aircraft. For 

achieving a safe and secure society, we would build an autonomous wide area 

monitoring system (or autonomous flight system). 

The flight system contains two parts. One is image processing, and another is flying 

robot control. To accurately determine the position and traveling direction of the subject, 

a new visual control method by integrating multiple modules is proposed in image 

processing part. In addition, we also use the Kalman Filter to predict the position and 

moving direction of the subject when he is lost. By using accurate data calculated from 

image processing part of position and moving direction, flying robot can be controlled 

exactly in flying robot control part. There are four contributions in this study. 

(1) To avoid the problem of shielding and camera installation, aerial image is used. 

(2) To solve the problem of unable to track the subject out of view, flying robot that has 

good tracking capability is utilized. 

(3) Since viewpoint is different from conventional automatic monitoring system, a new 

moving image processing technology by integrating multiple modules is proposed. 

(4) To control flying robot accurately, the predictive control is used. In addition, it is 

unique to let flying robot go up to widen visual field and search target again when the 

subject is lost, so it can prevent the subject lost. 

The final goal of our study is to build a fully automatic wide area monitoring system 

to accurately track the particular people in daytime by using aerial robot. Conceptual 

diagram of the study is shown in Fig.2. As shown in Fig.2, we must correctly detect the 

particular people firstly. Then, information of position and moving direction has to be 

calculated by analyzing motion of the subject. In addition, the information of position 

and direction of the subject are utilized to exactly control aerial robot. In addition, to 

prevent target disappeared, the information of position and direction have to be 

predicted by using the predictive control when human is lost, and then search specified 

people again. If the subject cannot be found again, flying robot will go up to widen 

visual field and search the subject in second time. 

Therefore, there are three objectives must be achieved. 

(1) The particular people must be detected correctly, and then the information of 

position and moving direction must be calculated by analyzing motion of the subject. 

(2) Flying robot must be controlled exactly by using information of position and 

direction of the subject. 

(3) When the subject is lost, the information of position and direction of the target must 

be predicted accurately by using predictive control algorithm. 
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By achieving this three aims, the fully automatic monitoring system can be built. 

This system is expected to be applied in general case, and human autonomous tracking 

can be achieved. 

 

 

 

Fig.2 Conceptual diagram of our study 

(* When movement of the subject is detected, the position and moving direction will 

feedback to aerial robot, and then aerial robot will track the target) 
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Chapter 2 

Related Works 
 

2.1 Aerial Robot Systems 
Aerial Robotics as the basis of aerial shoot system is roughly classified into the 

Unmanned Aerial Vehicle (UAV) type and the lighter-than-air aircraft (LTA) type [16]. In 

addition, the former is classified for the fixed-wing type (FWT) and the rotary wing 

type (RWT). With the camera attached on it, it is possible to capture aerial image as the 

viewpoint position changing. The latter is classified to the airship type (AST) with 

motive power and the balloon type (BT) without motive power. Table.4 shows the 

differences between FWT, RWT, AST, and BT aerial robot from six viewpoints.  

About the fixed-wing type, it belongs to the Unmanned Aerial Vehicle type. The 

FWT has tracking capability, and fast speed. However, it cannot hover in air, so it 

cannot carry out sentinel surveillance. With regard to the rotary wing type, it also 

belongs to the UAV type. In addition, the RWT not only has tracking capability and fast 

speed, but also has hovering capability. Therefore, it not only can execute dynamic 

monitoring, but also can execute sentinel surveillance. The airship type robot belongs to 

the lighter-than-air aircraft type. Its property is same with the RWT type robot, but flight 

speed is slower than the RWT type, and the volume is larger than the RWT type. 

Therefore, if it is as the monitoring equipment, it is easy to be discovered. On the other 

hand, because of its slow speed, it cannot track the fast-moving objects, such as car, 

train, and so on. About the balloon type robot, because it has not tracking capability, the 

range of its application is narrower than the top three. 

From related studies, the UAV accounted for a large proportion because of its good 

properties. According to its property, it can be divided into the Military UAVs, and the 

Civilian UAVs. The Civilian UAVs are mainly used in civil aviation pictures, 

Geological Survey, and the Military UAVs mainly used for reconnaissance, combat. The 

purpose of the Civilian UAVs is for civil uses. Because the Civilian UAVs has 

superiorities of low cost, no casualties risk, ability to survive, well flexibility, and easy 

to use, it has been applied for the field of aviation photos, geological survey, 

high-voltage transmission line inspection, oil pipeline inspection, highway management, 
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forest fire safety inspections, gas prospecting, emergency rescue, ambulance, and so on. 

 

 

Table.4 Differences of each aerial robot 
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Next, we will analyze the aerial robot in place to use, automation, and application 

respectively. According to aerial robot’s size, weight, and property, aerial robot can be 

used to different place and for different application.  

About place to use, aerial robot can be used in indoors environment and outdoors 

environment. In indoors environment, there is little outside influence, such as wind, rain, 

airflow, and so on. Therefore, size of aerial robot is smaller than aerial robot’s in 

outdoors. In addition, requirement for shape is not so high, because air resistance is 

small. Due to aerial robot, the streamlined shape is better, but it is not absolute. Table.5 

shows the studies are for each type aerial robot indoors and outdoors. Because the fixed 

wing type UAV has not capability of hovering, UAV must carry out emergency 

avoidance when there is obstacle. Therefore, obstacle detection is very important for 

fixed wing type UAV. For example, in the study of Jean-Christophe Zufferey et al. [17], 

they aim at developing autonomous microflyers capable of navigating within houses or 

small indoor environments using vision as the principal source of information. They use 

optical flow method to detect the wall to prevent collisions. The weight of this UAV is 

only 30 gram, and image of it is shown in Fig.3. 

 

 

 

Fig.3 30-g aircraft with description of electronic  

components, sensors, and actuators 
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Table.5 Place to use of each type aerial robot 
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Nowadays, the target is detected and tracked by aerial robot by means of image 

processing method, GPS, various sensors, and so on. In other words, image processing 

technology on UAV development has played a significant role. For example, in the 

study of Sivakumar Rathinam et al. [18], they use an UAV to detect and track a river by 

using GPS based tracking and vision based tracking. From the aerial image, because the 

river component happens to be the longest region crossing the entire image, they detect 

the river by using the pyramid-linking image segmentation algorithm suggested by Burt 

et al. [25] [26], but a search area have to be specified by the user. 

The autonomous small surveillance flying robot made by SECOM Company has been 

reported as the news on 26th, December, 2012 [19]. The SECOM Company is the 

corporation to perform security service for business and home security for individuals in 

Japan. This study is for indoors surveillance system. It is to detect the intrusion target by 

laser sensors. Then, it is to decide whether the intrusion target is the suspicious 

individual. If he is, he will be tracked by this autonomous small surveillance flying 

robot shown in Fig.4. 

 

 
 

Fig.4 Autonomous small surveillance flying robot 
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As shown in Table.6, there are some differences with our study. SECOM’s study 

uses flying robot to check the suspicious person at front viewpoint, so I think it is not 

very good. There are many reasons. For example, it would cause dangerous to people, it 

is easy to be found, and the noise is large. Therefore, the concealing property is bad. 

Also, it would cause interfere to other people.  

About our study, because the flying robot is in air, it would not cause dangerous to 

people, the noise is small, and it is difficult to be found. Also, it would not cause 

interfere to other people. Therefore, the concealing property of our system is good. In 

addition, the system of our study can be used in indoors and outdoors. However, the 

system of SECOM is only can be used in indoors environment. Because there is a light 

attached at the flying robot in SECOM’s study, so it can be used not only in daytime, 

but also at night. If attach a light to our flying robot, it also can be used in any time. 

Therefore, the system we proposed is better than the SECOM’s. 

 

Table.6 The differences with our study 
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Also, there is an interest for UAV in outdoors environment. The UAVs for delivering 

products is made by the Amazon Company. This system is tested on the December 2, 

2013, and this service is named “Amazon Prime Air”. The system is to deliver the 

products to customer by using the UAVs made by eight propellers, and the size of the 

UAVs is similar with the RC Airplane [20]. The delivery process is shown in Fig.5. First 

step is to prepare the products. Then, second step is to set the products at the UAV made 

by the Amazon Company. In addition, it is to send the products to customer in step three. 

Furthermore, the products are delivered in step four. It is possible to achieve this service 

after four or five years. 

 

 

 

Fig.5 The delivery process of the Amazon Prime Air 
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On the other hand, automation of the aerial robot is very important for today's 

research. Table.7 shows related works in recent years on aerial robot automation. 

Nowadays, aerial robot is applied for more and more fields, so its automation is more 

and more perfect. About the UAV, there are more than 300 types in the world. A UAV is 

the prominent part of a whole system that is necessary to fly the aircraft. Even though 

there is no pilot physically present in the aircraft, this doesn’t mean that it flies by itself 

autonomously. In many cases, the crew responsible for a UAV is larger than that of a 

conventional aircraft. The aircraft is controlled from the ground (the Ground Control 

Station or GCS), so it needs reliable communication links to and from the aircraft, but 

also to the local Air Traffic Control (ATC) authorities if required (usually when flying 

higher than 150-200 m above the ground). The GCS provides a working space for a 

pilot, navigator, instrument operator and usually a mission commander [27]. 

Automatic system is usually to effectively combine image processing technology, 

GPS, and sensor technology. In the study of Sivakumar Rathinam et al. [18], they make 

use of the vision tracking and the GPS tracking technology to automatically detect and 

track the river by using an UAV. However, in the studies of Casau et al. [28] and 

Eisenbeiss et al. [29], UAVs are controlled by the Ground Control station. In order to 

achieve artificial intelligence, more and more researchers care about the field of 

automatic aerial shoot system. 

In addition, some additional researches also exist. For example, the study of 

monitoring forest fire by Unmanned Aircraft System (UAS) has been done. Unmanned 

Aircraft System can play an important role for forest fire response. They have been 

already successfully demonstrated for fire detection, localization and observation [30] [31] 

[32] [33]. Furthermore, the study of traffic monitoring by Unmanned Aircraft System 

(UAS) has been carried out [34] [35] [36] [37]. 
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Table.7 Automation of each aerial robot 
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Furthermore, from the viewpoint of application, aerial robot can be used for the 

military and civilian. Table.8 shows examples for the military UAV and the civilian 

UAV. Because the performance limitations of airship type aerial robot and balloon type, 

they are not generally used for military purposes. In the study of Yuichiro NISHI [38], he 

has studied the development of UAV for military in the America. UAV is classified in 

detail, and the situation of UAV in America is analyzed in detail. In addition, in the 

study of Campoy et al. [39], they make use of the image processing technology and 

tracking algorithm to detect and track the feature point of images, such as the Harris 

Corner detector [40], the SIFT method [41], the Hough Transform method [42], and so on. 

After that, they can use this feature points to analyze and understand the wide area 

situation by using an UAV. It can be applied for many fields in our lives. 

 

Table.8 Application of the UAV 
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2.2 Tracking Method 
To understand wide area situation, we must detect and track the target in any time, 

so we have to know about the tracking method. Originally, there are many methods for 

human tracking, such as the Background Subtraction method, the Mean Shift method, 

the Particle Filter method, and so on. Here, tracking technologies are analyzed from 

principle, application range, and for our study. Table.9 shows the basic tracking method, 

such as the Feature Matching method, Bayesian Tracking method, Mean Shift method, 

Optical Flow method, Template Matching method, and Contour Based method. 

▰ Method based on contrast analysis: 

This method makes use of the contrast differences between target and background to 

extract, identify and track the subject. There are some typical methods, such as the 

Background Subtraction method [44] and the Frame Difference method [45]. However, it 

is not suitable to track the subject in complex background or changing background. 

Therefore, it is not suitable to our study. 

▰ Method based on feature matching: 

This method has to pick up the main feature of the subject at first. And then, this 

main feature is found in every frame. This process is feature matching [46]. The feature 

contains geometric shape, subspace feature, contour, feature points, and so on. In our 

study, because main features are few and environment changes at any time, this method 

is not suitable for our study. 

▰ Method of Bayesian Tracking  

This method contains the Kalman Filter method, the Particle Filter method, the 

Hidden Markov models, and Dynamic Bayesian networks. The principle is as follows. 

In order to describe tracking problem, we must definite target state space model like 

this: 

                          (1) 

In equation (1), xk ∈Rn is system state at time k, yk ∈Rn is measurement state, and 

vk ∈Rn, wk ∈Rn are system noise and measurement noise respectively. From the 

Bayesian Estimation, tracking problem is to estimate the value of state variables xk at 

time k from measurement information yk = {y1, y2, … , yk}, and it is the posterior 

probability estimates P(xk|yk). 
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Table.9 Tracking methods [43] 
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Due to the Bayes Theorem [47] [48], xk obeys an order Markov process, and 

measurement sequence yk is independent for each other, then the prior distribution of 

initial state x0 is )()|( 000 xPyxP  . Therefore, the state prediction equation is  

            
11111 )|()|()|(   kkkkkkk dxyxPxxPyxP         (2) 

In addition, the state update equation is 
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In equation (3),  

   kkkkkkk dxyxPxyPyyP )|()|()|( 11           (4) 

After getting posterior probability estimates P(xk|yk), the state value of the subject 

can be calculated by using some criterions, such as the Maximum likelihood estimation, 

Minimum mean square error estimation, Maximum posteriori estimation, and so on. 

The Kalman Filter (KF) [49] is a recursive algorithm of noisy linear dynamic System 

state estimation, and it is a process of continuously predicting and correcting. When the 

system state model and observation model are linear and obeying Gaussian distribution 

and noise obeys Gaussian distribution, Kalman Filter is the optimal filter. However, 

there are some limits on it. It cannot solve the nonlinear and non-Gaussian problems. In 

our study, it can be used to predict the moving direction of the subject. The Particle 

Filter (PF) has been introduced in previous chapter. Except KF and PF, the Hidden 

Markov models (HMMs), and Dynamic Bayesian networks (DBNs) are also important 

visual tracking method. In addition, the differences between KF, PF, HMMs and DBNs 

are shown in Table.10. 
 

Table.10 Comparisons between KF, PF, HMMs and DBNs 
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▰ Mean Shift method  

This method use color histogram as the matching feature. About the Mean Shift 

tracking algorithm [50], data points move toward to the Mean Shift vector direction, and 

eventually converge to extreme point of a probability density function. In Mean Shift 

algorithm, the similarity function is used to describe the similarity between the kernel 

histogram of the target template and the kernel histogram of candidate region, and the 

Bhattacharyya coefficient is used. Therefore, this method convert tracking problem to 

Mean Shift pattern matching problem. There are many merits on Mean Shift method. 

For example, feature histogram is enough to determine the target location, sufficiently 

robust, and insensitive to other motions. Also, it can avoid complexity modeling of 

target shape, appearance, or motion, and can establish the relationship between the 

statistical measures of similarity and successive optimization. However, this method is 

not suitable to rotation and scale movement. 

▰ Method based on motion detection 

It is to find the target area by detecting different motion of the subject and 

background in sequence images, and to achieve target tracking. The Optical Flow 

algorithm [51] is a typical method based on motion detection. Optical flow [52] is the 

instantaneous velocity of pixel motion of moving objects in the image plane. Optical 

flow vector is the grayscale instantaneous rate of change of image plane coordinates. 

About the optical flow calculation, it makes use of the changes in the time domain and 

correlation of pixel gray level distribution in image sequence to determine the 

movement of each pixel position, and to research the relationship between grayscale 

changes of image in time and the object structure and motion in the scene. Optical flow 

constraint equation (shown in equation (5)) is introduced by contacting two-dimensional 

velocity field with the grayscale. Then, the basic algorithm of optical flow calculation 

can be obtained.  

                  0 tyyxx IUIUI               (5) 

                            T

yx UUU ),(


                         (6) 

In equation (5), Ix and Iy are light intensity changes of image plane relative to x, 

y-axis direction, and It is the intensity change of the same pixel in adjacent moment. U


 

is optical flow. 

Optical flow method can be good for two-dimensional motion estimation. But, when 

the target and background both moves, this method may be failed.  

In our study, because the subject and background both changes in every frame and 
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features are few, the Mean Shift method is used for human tracking. In addition, the 

Kalman Filter is used to predict the moving direction and position of the subject. 

▰ Template matching method 

At first, template image has to be prepared. Then, it is to find the similar part with 

the template image in whole image. Methods of similarity calculation are the SSD (Sum 

of Squared Difference) and the SAD (Sum of Absolute Difference) [53].  

<1> SSD method: 
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<2> SAD method: 
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In equation (7) and (8), I(x,y) is the brightness value of the image, and T(x,y) is the 

brightness value of the template image. This method is suitable to track the subject that 

is no deformation. In our study, posture of body is change at any time, so this method is 

not suitable for our study. 

▰ Contour based method 

Energy minimizing active contour models for representing controls in an image in a 

form that allow interaction, with high level processes have been proposed by Kass et al. 

in 1987. Snakes are active contour models: they lock onto nearby edges, localizing them 

accurately. Moreover, snakes provide unified account of a number of visual problems by 

incorporating additional energy terms [54]. By this method, body contour can be 

extracted by setting the suitable initial contour in our study. 

In summary, several researches for aerial robot system have been executed, but 

problems of limitations for place, incomplete automation and applications still exist. For 

example, some aerial robots only can be used in indoors environment, because its 

weight is light and its size is small. Conversely, some aerial robots only can be used in 

outdoors environment, because its size is big and control accuracy is low. Many reasons 

cause it cannot use for not only in indoors but also in outdoors. In addition, many aerial 

robots are controlled by the Ground Control Station, so they cannot track the subject 

until it getting command send by the user. Furthermore, when aerial robot is used to 

track the target, there are two ways, vision tracking and GPS tracking. Sometimes, they 

use a combination of both or plus some sensors. In this way, the cost would increase. 

Moreover, because the speed of airship type aerial robot is slow and balloon type robot 

has not tracking capability, their applications are fewer than the UAVs. Also, because 
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airship and balloon type robot are susceptible to outside influence, when there is strong 

wind, it cannot fly in normal. 

Therefore, previous aerial robot system has three disadvantages: limitations for 

place, incomplete automation, and high cost. In order to solve these problems, we 

proposed a new visual control method to achieve moving direction automatic detection 

and automatic human tracking for flying robot. The method consists of integrating 

multiple modules to detect moving direction exactly and performing autonomous 

control of flying robot. 

About the tracking algorithm, because aerial robot and the target moves together, we 

must choose methods are not affected by changes in background. Therefore, we choose 

the Hough Transform method to detect the head part at first, and then use the Active 

Contour Model (ACM) method to extract the body contour to calculate the clothes 

information. After that, the subject is tracked by integrating the Mean Shift method and 

the Particle Filter method. Also, we would use the Kalman Filter method to predict the 

position and direction of the target. 
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Chapter 3 

Proposed Method 
 

In our study, we propose a new visual control method to achieve moving direction 

automatic detection and automatic human tracking for flying robot. The method consists 

in integrating multiple modules to detect the moving direction exactly and performing 

autonomous control of the flying robot. These modules are not simply combined, but 

integrated each other effectively. From aerial image, we can see the shape and color of 

head is invariant within a certain period of time (maybe wear a hat or take off a cap). 

Then, the color of cloth is invariant (less likely to change clothes). Other features are 

changed at any time. Therefore, head part and clothes part as important features are used 

to make sure the position and direction of the subject. At first, the Hough Transform 

method is used to detect head part of the subject. Then, clothes part of the subject is 

extracted by using the Active Contour Model (ACM). Because color information of 

head part and clothes part can be used only, the subject is tracked by using color 

histogram of head part and clothes part. Here, the Mean Shift method and the Particle 

Filter method have been used. Then, we calculate the moving direction and position of 

the subject, and make use of the Kalman Filter method to correct the information of 

moving direction and position calculated and predict the direction and position when the 

subject is lost by using time series statistics data. Such effective integration (or this 

workflow) is unique, and it is the novelty of our study. 

 

3.1 Aerial Shoot System 
In our study, aerial shoot system for wide area situation recognition is proposed, and 

it is divided into two parts. One is image processing thread, and another is flying robot 

control thread. Fig.6 shows the overall flow of aerial shoot system.  

In image processing part, missing times, current position and moving direction of 

the subject are calculated. Then, the data is processed in middle part. According to the 

position, moving direction and missing times, state value will be changed. In addition, 

state value is fed back to flying robot control part. Then, flying robot is controlled by 

state value. 
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Fig.6 Overall flow of aerial shoot system [55] 
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3.1.1 Image Processing Thread 

Fig.7 shows the flowchart of image processing thread. In image processing part, 

firstly, the aerial robot is used to capture aerial image. Then, head part of the subject is 

detected according to its shape and brightness histogram. After that, ACM method is 

utilized to get body contour and calculate the Hue histogram of clothes part around the 

head. In addition, the Mean Shift method is used to track the head part and clothes part 

respectively. Furthermore, we have to judge the existence of the subject. If the subject 

exists, position and direction of the subject are detected and predicted. If the subject is 

lost, the target will be detected again. 

 

 

 

Fig. 7 Flowchart of image processing thread 
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3.1.1.1 Head Detection 

In our study, head part is detected due to the shape of head and color histogram. 

When the subject is not wearing the cap or hat, head part detection is carried out as 

shown in Fig.8. Above all, aerial image is captured, and edge processing is performed. 

Then, we use the Hough Transform method to detect round objects from edge image. 

After that, the brightness histogram of this round object is calculated. In addition, 

because head part is black in general, we would calculate the similarity of this round 

object and black color by comparing the brightness histogram of each other. If it is near 

to black, we can make sure this round object is head of the subject. If not, it is to search 

other round object again. 

 

 

 

Fig. 8 Head detection when target is not wearing cap or hat 
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When the target is wearing cap or hat, head detection is carried out according to the 

Fig.9. At first, the preliminary experiment is necessary. About this preliminary 

experiment, we will talk about it in detail in chapter four. In preliminary experiment, the 

hue (or brightness) histogram of cap (or hat) is learned. Then, cap or hat can be detected 

the same with above said. 

 

 

 

 

Fig. 9 Head detection when target is wearing cap or hat 
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The Hough Transform method is a basic method of image processing. The basic 

principle of the Hough Transform method [56] [57] is shown in Fig.10. Originally, the 

Hough Transform method is for line detection.  

Line equation is “y=kx+b”, k is the slope, b is the Intercept. For example, there are 

four points in this line in the image space. When image space is transformed into the 

parameter space, these four points correspond to four lines in the parameter space. Also, 

these four lines intersect at one point, and this point is the line we want to seek in image 

space. By this theory, the Hough Transform method can be used for the line detection, 

curve detection, circle detection, ellipse detection, and so on. About the circle detection, 

it is divided into two cases. One is that r is known, and another is that r is unknown. If r 

is known, circle can be detected in two dimensions in parameter space. On the contrary, 

if r is unknown, circle will be detected in three dimensions as shown in the lower right 

corner of Fig.10. In fact, Hough Transform method can detect arbitrary curve which 

equation is known, and how to choose the parameter space is very important. For 

example, equation of circle is 222 )()( rbyax  , so when we use Hough 

Transform method to detect a circle, we can choose a space the same with original space 

is as the parameter space. Therefore, a circle in original space corresponds to a point in 

parameter space. The parameter of points on the same circle in original space is same. 

In other words, a is same to b. Therefore, their corresponding circles in parameter space 

pass the same point (a, b). After changing all points in original space to them in 

parameter space, according to degree of aggregation of points in parameter space, we 

can judge whether there are similar circular pattern. If so, this parameter is the circle 

parameters. 
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Fig. 10 Principle of the Hough Transform method 
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3.1.1.2 Clothes Detection 

When head part has been detected in previous chapter, clothes part is detected by 

using the Active Contour Model (ACM), and hue histogram of clothes part can be 

calculated. Then, the regions of the clothes can be decided by finding the most 

appropriate rectangle around the clothes. The flowchart of clothes detection is shown in 

Fig.11. 

 

 

 

 

Fig. 11 The clothes detection from aerial image 

 

Above all, initial contour is set by the center of head and thickness of the body. Then, 

body contour is got by initial contour converging. After that, the Hue histogram of 

clothes can be calculated from body contour. In addition, the region of clothes can be 

determined by finding the most appropriate rectangle around the body part. 
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The ACM (Active Contour Model) method [58] [59] is an important method of image 

processing. This method makes use of the energy minimizing theory to extract body 

contour. The energy equation is shown as follows. 

    dssEsEsEdssEE conimagesnakesnake  
1

0
int

1

0
))}(())(())(({))((        (9) 

In equation (9), Eint is the internal energy, Eimage is the image energy, and Econ is the 

external energy. The s is parameter of route. 

The calculation formula of internal energy is shown in equation (10). In this 

equation, α is the coefficient on the contraction of the contour, and β is the coefficient 

for bending. From the Fig.12 we can see, the first item of equation (10) represents the 

length of the closed curve, and the second item represents the difference vector of the 

displacement vector between adjacent. 

            dssssssE sss )|)(|)(|)(|)(())(( 2
1
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2

int                 (10) 

The calculation formula of image energy is shown in equation (11). In this equation, 

I is brightness of the image. Eimage represents edge part of image. 

                      |))((|))(( 2sIsEimage                         (11)   

By using the ACM method, body contour of the subject can be extracted, and we 

can get the Hue histogram of clothes part from the body contour. 

 

 

 

Fig. 12 Internal energy of ACM method 
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3.1.1.3 Human Tracking 

It is assumed that there are N sample points in d-dimensional space Rd, Therefore, 

the Mean Shift vector at point x can be expressed as follows. Sh is a high-dimensional 

ball area, the radius is h while k is the number of samples in Sh area.  

            




hi Sx

ih xx
k

xM )(
1

)(                    (12) 

In equation (12), the (xi-x) is offset vector between xi and x, and Mh(x) is average 

offset of all samples in Sh area. Intuitively, if sample xi is determined from a probability 

density function f(x), because non-zero probability density gradient point to the 

direction of density probability increasing, Mean Shift vector Mh(x) points to direction 

of probability density gradient [60] (as shown in Fig. 13). 

 

 
Fig. 13 The Mean Shift algorithm 

 

In our study, the hue information of clothes is as the sample S = {xi}. The T(μ) 

indicates the number of sample points in the tracking area, and μ is the center of 

tracking area. The m(μ) is the Mean Shift vector. 
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Iteration step s(μ) is the difference vector between m(μ) and μ.  
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                   )()( ms                      (14) 

In addition, by μ converging to m(μ) repeatedly, current position μ will converge to 

mode point near the initial value. By this way, head part and clothes part of the target 

can be tracked respectively.  

The above said is only one person in the scene. However, this situation is not the 

universally case.  
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3.1.1.4 Existence Judgment 

In previous chapter, we used the Mean Shift method to track the head part and 

clothes part. Then, it is necessary to judge whether the subject is lost. Because head part 

and clothes part are tracked respectively, the subject can be decided by using color of 

head and clothes. If there is little color of head in head region or little color of clothes in 

clothes region, we can think that the subject is lost. On the contrary, the subject exists. 

In other words, we can explain it by using equation (15) and (16). In equation (15), 

xh is brightness value of image, V is brightness value of head part, and THh is threshold 

of brightness value. If equation (15) is established, head part exists. In equation (16), xc 

is Hue value of image, H is Hue value of clothes part, and THc is threshold of Hue value. 

If equation (16) is established, clothes part exists. 

                        hh THVx                               (15) 

                        cc THHx                               (16) 

Therefore, if equation (15) and (16) are both established, we can decide the subject 

exists. On the contrary, if any equation is not established, we will decide the target does 

not exist. 

Above said is the case for only one people in the scene. When there are two, three or 

multiple persons in the scene, then how to judge who particular people is, we have to 

consider it. 

If the color of clothes part is not same, it is easy to distinguish them by using color 

information. Here, we only tell about the case of multiple people wearing the similar 

color clothes. As shown in Fig.14, in first frame, only the particular person (p1) is in the 

scene. In second frame, new person (p2) enters. At this time, because the distant 

between the particular people in the first frame and the second frame is near, we can 

judge who the particular people is in the second frame. Even if they are very close, 

because the moving direction of each other is different, we also can use direction 

information to separate them. The processing flow is shown in Fig.15. 

A particular person is judged by using the Labeling theory [61] as shown in Fig.15. 

According to color of head and clothes, gray image will be got. In other words, pixel 

value which is similar with color of head and clothes is set to 255 (white), and the 

others will be set to 0 (black). Then, every white part is labeled with the label number. 

In first frame, because there is only the particular person in the scene, we can get the 

labeling image of particular people. Capturing next frame image, image is labeled in 

same method as before. After that, it is to compare each label part in the second frame to 

the label part in the first frame, and calculate each distant. If p1 is far from p2, we will 
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judge which is bigger between d1 and d2. If d1 is smaller one, p1 is the particular 

people. If p1 is near to p2, we will judge whose moving direction is same with direction 

1. If the direction of p1 is same, p1 is the particular people. 

 

 

 

 

Fig. 14 Judge particular people when multiple persons exist 
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Fig. 15 Processing flow of particular people judgment 
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3.1.1.5 Target Redetection 

Once the subject is lost judged in previous chapter, we will detect the head part and 

clothes part of the target. Head part is to be detected by using the Hough Transform 

method, and the flowchart is same with above. However, clothes part is to be detected 

by using the Particle Filter method.  

Clothes part can be rediscovered due to hue histogram of clothes by using the 

Particle Filter algorithm. It is necessary to build the state transition function and the 

likelihood function [62]. The states are position (Xt, Yt) and velocity (Ut, Vt) shown in 

Fig.16. 

 

 

 

Fig. 16 The state vector of particle 

 

The coordinate (Xt, Yt) is the position of particle at time t, Ut is x-direction velocity 

component, and Vt is y-direction velocity component at time t. The state transition 

function is shown in equation (17). 

                 tt SFS 1                     (17) 
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F is the transition matrix of n×n, and it is used to associate the state at time t and the 

state at time t+1. It is indicated in equation (18). DynamMatr [] is dynamics of the state 

vector. 
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In our program, state transition is assumed as linear prediction model (uniform 

linear motion). Therefore, F can be simplified to  
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Furthermore, the state equation can be indicated as shown in equation (19). 
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In addition, likelihood of pixel value in particle location is calculated according to 

equation (21), and the Euclidean distance (Ed) with observation value is calculated in 

equation (20). In equation (20), the value of b, g and r is observation value, and the 

value of bi, gi and ri is pixel value. In equation (21), L(Ed) is the likelihood function, σ 

is variance for normal distribution. 

                222 )()()( iii rrggbbEd            (20) 
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In order to calculate σ, color histograms of clothes and head are necessary. The 

calculation process is shown as follows.  

Theoretically, the equation of the normal distribution is 
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Fig. 17 Normal distribution analysis 

 

In equation (22), μ is mathematical expectation, and σ is variance (shown in Fig.17). 

Then, μ and σ can be calculated in equation (23) and (24). In addition, N is the number 

of samples, and Xi is sample. 

                  NX i /                    (23) 

              )1/()( 2   NX i                (24) 

When the head part is determined, the color histogram of clothes can be calculated 

around the head. From color histogram, we can choose the maximum probability partial, 

and approximate it as the normal distribution function by μ and σ calculated previously. 

Furthermore, particles with low likelihood are deleted. In the remaining particles, by 

calculating particle distribution, human area can be determined. Furthermore, particles 

with low likelihood are deleted. In the remaining particles, by calculating particle 

distribution, human area can be determined.  
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3.1.1.6 Direction and Position Detection 

Just now, it is said that head part and clothes part are tracked respectively by the 

Mean Shift method. Therefore, we use the relationship between head and clothes to 

detect moving direction and position of the subject. Fig.18 shows the process of 

direction and position detection, and moving direction is expressed as the vertical 

direction of bounding rectangle. 

Above all, head part and clothes part are tracked by the Mean Shift method in 

previous chapter. Then, the optimal bounding rectangle in clothes part has to be 

calculated, and it is shown in the second image of Fig.18. In addition, according to the 

relationship between head part and clothes part, direction can be decided, and it is 

shown in the fourth image of Fig.18. Furthermore, Judgment method of moving 

direction is shown in Fig.19. 

In Fig.19, green point represents the center of gravity of head part, and blue line 

represents the connection line between two endpoints of the shoulder. Then, relationship 

between green point and blue line can be judged. The coordinate of green point is (xh, 

yh), and the coordinates of two endpoints of blue line are (xl, yl) and (xr, yr) respectively. 

Line equation is  

                       bkxy                               (25) 

According to line equation, about blue line, k and b can be calculated. 
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                     rr kxyb   or ll kxyb                       (27) 

Therefore, if  

                         bkxy hh                                (28) 

Head is below the shoulder. 

If  

                         bkxy hh                                (29) 

Head is on the top of the shoulder. 

Therefore, moving direction can be decided by the red arrows shown in Fig.19. 

 



46 

 

 
 

Fig. 18 Process of direction and position detection 

 

 

 

 

 

Fig. 19 Judgment method of moving direction 
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3.1.1.7 Kalman Filter Prediction 

Generally, there are some deviations caused by noise perhaps in the process of 

calculating the moving direction and position. Therefore, we must use some algorithm 

to correct these deviations. In our study, to solve this problem, the Kalman Filter is 

utilized to predict the correct value of moving direction [63]. About Kalman Filter 

method, the state model of the system is designed, and state equation is shown in 

equation (30).  

                   kk SAS 1                   (30) 
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In equation (30), S is the state matrix, k is the time, and A is the transition matrix. It 

is to predict states (position) at time k+1 from states at time k. in other words, Sk is the 

priori state estimate, and Sk+1 is the posteriori state estimate.  Then, the posteriori state 

estimate Mk+1 can be predicted (shown in equation 31). 

)( 1111   kkkk SHZKSM               (31) 

Z is the observation values matrix, H is observation matrix, and K is the Kalman 

gain. Then, by constantly updating Sk+1 and K, current state (Mk+1) can be predicted 

continuously. K can be calculated as shown in equation (32). 

1)(  RHPHHPK TT                   (32) 

P is a posteriori error covariance, and R is covariance of the observation error.  

In our study, states are position of the subject (x, y) and moving direction (θ). The 

state equations are designed as follows. Equation (33) shows states are predicted at k+1 

time by using average values of previous 5 frames (from k-4 to k). 

                    avgk SAS 1                (33) 
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In equation (33), Savg is the average value of 5 frames, k is the time, and A is the 

transition matrix. Then, the average change of position (dxavg, dyavg) and direction (dθavg) 

of previous 5 frames can be calculated. 
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From equation (34), by constantly updating Sk+1 and K, current state (Mk+1) can be 

predicted from Zk+1 (observation value at current frame) continuously. H is observation 

matrix. P is a posteriori error covariance and R is covariance of the observation error. 

The Savg is average value of n frame, and the Zk+1 is observation value of current frame. 

The prediction process is shown in Fig.20. 

 

 

 

Fig. 20 Prediction process of the Kalman Filter 
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3.1.2 Flying Robot Control 

This part is very important for our study. In this part, flying robot AR.Drone is 

controlled by using the position and moving direction calculated in previous chapter. 

Fig.21 shows the flowchart of flying robot control. At the present stage, in order to 

verify the effectiveness of robot vision part, AR.Drone is controlled manually. From 

now on, automatic control of AR.Drone will be carried out. In image processing part, 

position of the subject (Px, Py) and moving direction (θ) are calculated. N is the missing 

times, and (x0, y0) is the coordinate of image center. Then, the data is utilized to control 

AR.Drone automatically.  

At first, AR.Drone is hovering in the air. When the subject enters, the distance of (Px, 

Py) to (x0, y0) is calculated. If distance is less than the threshold value (Thp), it is to 

check whether moving direction (θ) is more than threshold value (Thθ). If θ is less than 

Thθ, AR.Drone is hovering. Otherwise, AR.Drone is to rotate. In addition, if distance is 

more than Thp, it is to make (Px, Py) and (x0, y0) consistent by AR.Drone moving. 

Furthermore, when the subject is lost, the missing times N is to be accumulating. If N is 

less that threshold value (ThN), AR.Drone is to go forward due to position predicted by 

Kalman Filter, and search the subject again. But if N is more than ThN, AR.Drone is to 

rise and search people once again. If person does not exist, AR.Drone is to be landing.  
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AR.Drone is a quadrotor. In Fig.22, the mechanical structure comprises four rotors 

attached to the four ends of a crossing to which the battery and the RF hardware are 

attached. Each pair of opposite rotors is turning the same way. One pair is turning 

clockwise and the other anti-clockwise [64]. 

 

 

 

Fig. 22 AR.Drone control 

 

As shown in Fig.23, varying left and right rotors speeds the opposite way yields roll 

movement. This allows to go forth and back. Varying front and rear rotors speeds the 

opposite way yields pitch movement. Varying each rotor pair speed the opposite way 

yields yaw movement. This allows turning left and right. Manoeuvres are obtained by 

changing pitch, roll and yaw angles of the AR.Drone. 

About (a) of Fig.23, when four propellers accelerate together, it will cause an 

upward force, and AR.Drone will go up.  

In (b) of Fig.23, when left propeller accelerates and right propeller decelerate, but 

front propeller and rear propeller do not change, it will cause a leftward force, and 

AR.Drone will move to left. 

In (c) of Fig.23, when front propeller accelerates and rear propeller decelerate, but 

left propeller and right propeller do not change, it will cause a forward force, and 

AR.Drone will move to front. 

In (d) of Fig.23, when left propeller and right propeller accelerates, and front 

propeller and rear propeller decelerate, it will cause a rotational force, and AR.Drone 

will do a rotary movement. 
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Chapter 4 

Evaluation Experiments 

 

4.1 Experiment Environment 
The problem of detecting the target from air is identified by the change of texture 

and edge in floor and road. In general, the active area of people can be roughly divided 

into indoors environment and outdoors environment. In addition, indoors environment 

can be divided into simple environment (a monochromatic space by spreading the blue 

sheet on the floor of the gymnasium that is used for our experiments) and cluttered 

environment (a state of that there are many patterns on the ground). Simple environment 

means the color of the ground is monochrome. Cluttered environment means the color 

of the ground is not monochrome or there are other patterns on the ground. Outdoors 

environment also can be divided into simple environment and cluttered environment, 

and the means of them is the same with indoors environment. However, the important 

different between indoors environment and outdoors environment is the outside 

influence, such as wind, airflow, atmospheric pressure, and so on. In order to make our 

study closer to the actual situation, we carry out experiments in simple environment and 

cluttered environment of indoors and outdoors environment. Because we need wide area 

to carry out our experiments for indoor environment for flying robot, so we choose the 

gymnasium to perform our experiments. 

Because there are some lines and other patterns on the ground of gymnasium, we 

use a blue cloth to put on the floor to make ground become monochrome. In this case, 

we expect to verify the effectiveness of the proposed method if the subject can be 

detected and tracked correctly. In the cluttered environment of indoors, this case is near 

to general situation, so we have to solve effects of background, and let the subject can 

be detected and tracked correctly. In outdoors environment, this case is the general case, 

and we have to consider the effects of outside (wind, airflow, shadow, and so on). The 

purpose of this case is to solve effects of outside and make the subject can be detected 

and tracked accurately. In each case, there is a purpose for the experiment, and it is 

shown in Table.11. 
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Table.11 The purpose of experiment in each environment 

 

 

 

For the experiment, the quadrotor named AR.Drone made by Parrot Company is 

utilized. There are two types for indoors and outdoors respectively. There are two 

CMOS cameras attached at the front and bottom of AR.Drone. Camera resolution of 

each is 640×480 (30fps). Because cameras attached on AR.Drone are visible cameras, 

the experiment is carried out in day time. Also, there are Ultrasonic Sensor, Gyro Sensor, 

and Acceleration Sensor with it. In addition, AR.Drone 2 is sold on July, 2012. Table.12 

shows the specification of AR.Drone 1 and AR.Drone 2. AR.Drone 1 is lighter than 

AR.Drone 2, but the camera performance and sensor performance of AR.Drone 2 are 

better than AR.Drone. 
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Table.12 The specification of AR.Drone 1 and AR.Drone 2 
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Moreover, Table.13 shows the specification of PC our used. The CPU of PC for 

experiment is Intel Core i5, the memory is 2GB, and the OS is Microsoft Windows XP 

Professional. Programming language is Microsoft Visual C++. Development 

environment is Microsoft Visual Studio 2010. The functions of OpenCV2.3 are used for 

a part of the processing. Experiments are carried out in gymnasium and outdoors, and 

executed with AR.Drone manual control.  

 

Table.13 the specification of PC our used 
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4.2 Preliminary Experiment 

 

4.2.1 Visual Field of Camera 

In order to understand the visual field of camera on the bottom of AR.Drone, we do 

the experiment to test it. Firstly, we paste four red tapes on the floor (as shown in left 

image of Fig.24). Then, we make AR.Drone fly at 1m height, and adjust the position of 

tapes. When four tapes are just at the border, positions of tapes are noted. According to 

these data, visual field can be calculated (as shown in right image of Fig.24). AR.Drone 

is flying at about 3m. In this case, area size is 2.91m×2.1m, and the area of region is 

6.111m2. 

 

 

 

Fig.24 Visual field of AR.Drone 
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4.2.2 Cap Detection 

In previous chapter, we have said how to detect the head part of the subject. 

However, when the subject wears cap or hat, prior learning of cap or hat is necessary. 

Beforehand, multiple patterns (color histogram of head or cap) are learned, and 

procedure is shown in Fig.25. Next, some head images (reference images) are prepared. 

Then, the head part can be detected by using the Hough Transform method (mask 

images). After that, Hue (or Brightness) histogram can be calculated. In addition, these 

patterns (histogram) are learned. Furthermore, because only head part is used, there is 

no constraint for background (both with single background and complex background). 

 

 

 

 

Fig. 25 Procedure of prior learning 
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After that, edge image can be attained by calculating quadratic differential of aerial 

image. Then, circular objects are detected by Hough transform method. In addition, 

brightness histogram of each circular object (Hist2) can be calculated. Finally, cap or 

hat part can be determined by comparing Hist1 and Hist2 (as shown in Fig.26). 

 

 

 

 

 

Fig. 26 Flowchart of cap detection 
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4.2.3 Threshold of Head Detection Setting 

In head detection part, we use the Hough Transform method to detect the head part 

of the subject. In order to correctly detect the head part, we have to set the threshold 

value of head radius for the Hough Transform method. In previous chapter, the Hough 

Transform method is introduced. If head radius is unknown, the number of space 

dimensions will increase, and calculation amount also increases. Therefore, we have to 

test the head radius in different altitude for threshold automatically setting. 

In this experiment, because we carry out the experiments at about 3m, we test the 

head radius in 0.5m, 1m, 1.5m, 2m, 2.5m, 3m, and 3.5m. The graph is shown in Fig.27. 

From the Fig.27, we can get the maximum value of head radius and minimum value of 

head radius at any altitude. 

The equation of the maximum value is 

        571.590715.05.04081121 234  xxExExEy        (35) 

 

The equation of the minimum value is 

       000.560742.05.05081121 234  xExExEy         (36) 

 

In equation (35) and (36), x is flight altitude of AR.Drone, and y is the head radius 

of the subject in different altitude. 
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4.2.4 AR.Drone Performance Test 

In this part, properties of AR.Drone are to be tested. Properties of AR.Drone contain 

the minimum moving speed in front and rear direction, the minimum rotation speed, the 

minimum moving speed in left and right direction, and the minimum moving speed in 

vertical direction. Test data is shown in Table.14, Table.15, Table.16 and Table.17. 

 

Table.14 Moving speed in front and rear direction 

 

 

 

 

Table.15 Rotation speed of flying robot 
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Table.16 Moving speed in left and right direction 

 

 

 

 

Table.17 Moving speed in vertical speed 
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Therefore, the minimum moving speed in front and rear direction of AR.Drone is 

82.06 cm/s in average and the minimum rotation speed of AR.Drone is 9.10 degree/s in 

average. The minimum moving speed in left and right direction of AR.Drone is 

73.5cm/s in average and the minimum moving direction in vertical direction of 

AR.Drone is 10.17cm/s in average. The maximum moving speed of AR.Drone is 

18km/h. Fig.28 shows the example image of AR.Drone performance test. In Fig.28, 

images on the left are start position of the AR.Drone, and images on the right are end 

position of the AR.Drone. Then, we can know speed due to flight time and flight distant 

(or rotation angle). 

 

 

 

Fig.28 The experiment of AR.Drone performance test 
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When we got these values of speed, we can use the Proportional (P) Control to 

automatically set AR.Drone control thresholds. The equation is as follows. 
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         (37) 

In equation (37), “phi” is threshold of speed in front and rear direction, “theta” is 

threshold of speed in left and right direction, “gaz” is threshold of speed in vertical 

direction, and “yaw” is threshold of rotation speed. Vlr is speed in left and right 

direction of the subject, Vfr is speed in front and rear direction of the subject, Vvar is 

speed in vertical direction of the subject, and Vrot is rotation speed of the subject. When 

the speed in each direction of the target is known, threshold of AR.Drone control can be 

automatically set by using this method. 
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4.3 Experiment Results 
 

4.3.1 Human Detection 

<1> Head detection 

When the subject is not wearing the cap or hat, head part can be detected by the 

Hough Transform method and the Brightness Histogram of black color, because the 

most of people’s head is similar with black. The detection results are shown in Fig.29. 

Experiments of head detection are carried out in simple environment, cluttered 

environment, and outdoors environments respectively. Also, experiments are carried out 

at about 3m and 4m. Fig.29 shows the successful cases of head detection. The success 

rate is different in different environment. In simple environment, because the 

background is monochrome, there is little noise in this case. However, the altitude 

would affect the results. When we do experiments in 3m, we can easily detect the head. 

On the contrary, when flying robot is at 4m, head slightly more difficult to be detected, 

but the gap is small. Therefore, the success rate of head detection in simple environment 

is over 95%. In cluttered environment, because there are other patterns in the ground, 

the success rate of head detection would be influenced. Therefore, the success rate of 

head detection is about 85%. In outdoors environment, head detection is not only 

affected by background but also by outside influence (such as wind, airflow, and so on). 

Therefore, the success rate of head detection is low, about 74%. Head detection is not 

only influenced by background, outside influence, but also by flight altitude of flying 

robot. 

Fig.30 shows the failure cases of head detection in different environment and 

different altitude respectively. In simple environment, there is almost no failure 

detection. In cluttered environment, because of background influence, there are some 

failure cases of head detection. In outdoors environment, because of outside influence 

and background influence, the success rate would be affected. 

As shown in Table.18, the success rate of head detection in simple environment is 

97.2% (at 3m) and 95.8% (at 4m) respectively. The success rate of head detection in 

cluttered environment is 86.6% (at 3m) and 82.7% (at 4m) respectively. The success 

rate of head detection in outdoors environment is 77.4% (at 3m) and 72.6% (at 4m) 

respectively. 
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Fig.29 Successful cases of head detection 
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Fig.30 Failure cases of head detection 
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Success rate (sr) is calculated according to equation (38). 

                          Nectnsr /det                              (38) 

In equation (38), the sr is success rate, ndetect is a number of frames in which human 

is successfully detected, and N is the total frames. 

 

 

Table.18 The success rate of head detection 
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<2> Clothes detection 

When head is detected in previous chapter, the clothes part of the subject would be 

detected in this part. About clothes part detection, head information is necessary. Firstly, 

the initial contour is set by using head center and head radius. Then, control points will 

be chosen. By converging of control points, body contour can be extracted. In addition, 

clothes information can be calculated. Therefore, factors of initial contour setting and 

environment situation are very important. We do experiments in the simple environment, 

cluttered environment, and outdoors environment respectively. Also, we do experiments 

in about 3m and about 4m respectively, because flight altitude will affect detection 

results.  

Fig.31 and Fig.32 show results of the clothes detection. In simple environment, 

because background is monochrome, as long as the head can be detected, body contour 

can be extracted correctly. In cluttered environment, because background is complex, it 

would affect the results of getting body contour. In this case, the success rate of clothes 

detection is low. In outdoors environment, because head detection is difficult, it will 

influence the initial contour setting, so the clothes detection would be affected. Also, 

there are influences on wind, airflow, and so on. Therefore, it would cause flying robot 

instability, so the results of clothes detection would be affected. 

Fig. 31 shows the successful cases of clothes detection in the simple environment, 

cluttered environment, and outside environment. In addition, Fig.32 shows some failure 

cases of clothes detection in different environments and different flight altitude. 

In our study, body contour only be carried out at the beginning of the experiment. 

Therefore, head detection will affect the result of clothes detection directly. If head part 

can be detected correctly, clothes part also can be detected at the beginning of the 

experiment. 
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Fig.31 Successful cases of clothes detection 
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Fig.32 Failure cases of clothes detection 
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4.3.2 Human Tracking 

In our study, human tracking is the very important part of image processing thread. 

We test the tracking properties in the simple environment, cluttered environment, and 

outdoors environment. 

<1> One person 

In simple environment, because background is monochromatic, when only one 

person is in the scene, the subject can be correctly tracked in simple background. In 

cluttered environment, because the Mean Shift method uses the color histogram to track 

the subject and there are many patterns on the background, success rate of human 

tracking would be affected by complex background. In addition, in outdoors 

environment, because of outside influences (such as wind, airflow, and so on), flying 

robot is instability. It would influence the result of human tracking. In addition, because 

the background is complex, success rate of human tracking would be affected. 

Fig.33 shows the successful cases of human tracking when only one person in 

indoors environment and outdoors environment. Left part shows results of head tracking, 

and right part shows results of clothes tracking. Because there are many influences, 

there are some failure cases in our experiments. Therefore, Fig.34 shows the failure 

cases of human tracking in every environment and situation. The standard of success is 

head part is tracked successfully and clothes part is tracked successfully. The success 

rate is calculated due to equation (38), N is 4000 frames. Because success rate is 

calculated when the subject exists, in 4000 frames, the target always exists in the scene. 

As shown in Table.19, when there is one person in the scene, the success rate of 

human tracking in simple environment is 98.7%, in cluttered environment is 94.3%, and 

in outdoors environment is 90.2%. 
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Fig.33 Successful cases of human tracking 
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Fig.34 Failure cases of human tracking 
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Table.19 Success rate of one person tracking 
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<2> Multiple persons 

When there are multiple persons in the scene and the color of clothes are similar, the 

success rate of human tracking is tested. In simple environment, when there are multiple 

people in the scene and these people are wearing same color clothes with the subject, 

because the Mean Shift method uses the color histogram to track the subject, result of 

human tracking would be influenced. To separate the subject from these multiple 

persons, the Labeling method is used. 

In cluttered environment, influences are not only the same color clothes but also the 

cluttered background, and the stability of the flying robot. In outdoors environment, 

firstly, because of outside influences (such as wind, airflow, and so on), flying robot is 

instability. It would influence the result of human tracking. In addition, because the 

background is complex and the same color clothes, success rate of human tracking 

would be affected.  

Fig.35 shows the successful cases of human tracking when multiple persons are in 

indoors environment and outdoors environment. In Fig.35, there are five rows. First row 

shows the head tracking image, second row shows the clothes tracking image, third row 

shows the labeling image of current frame, fourth row shows the labeling result of last 

frame, and fifth row shows the labeling result of current frame. Because there are many 

influences, there are some failure cases in our experiments. Therefore, Fig.36 shows the 

failure cases of human tracking in every environment and situation. The standard of 

success is head part is tracked successfully and clothes part is tracked successfully. The 

success rate is calculated due to equation (38), N is 4000 frames. Because success rate is 

calculated when the subject exists, in 4000 frames, the target always exists in the scene. 

As shown in Table.20, when there are multiple persons in the scene, the success rate 

of human tracking in simple environment is 97.8%, in cluttered environment is 91.2%, 

and in outdoors environment is 88.3%. 
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Fig.35 Successful cases of human tracking 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



79 

 

 

 

 

 

 

 

 

Fig.36 Failure cases of human tracking 
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Table.20 Success rate of target tracking (multiple persons) 
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4.3.3 Target Redetection 

Once the subject is lost, the target must be correctly detected again. Firstly, we have 

to detect the head part of the subject again by using the Hough Transform method and 

the color histogram, and the processing flow is same with the previous chapter. Then, 

we have to detect the position of the clothes part of the subject again. However, we 

make use of the Particle Filter method for the clothes area redetection. The results are 

shown in Fig.37 and Fig.38. Because the target redetection is carried out only when the 

subject is lost, it is not necessary to perform it in every frame, so the success rate is not 

very important. We only expect the target can be correctly detected when he or she is 

lost. 

Fig.37 shows the successful cases of the target redetection, and Fig.38 shows the 

failure cases of the target redetection. From the results, when experiments are carried 

out in simple environment of indoors, the subject can be almost correctly redetected 

without no background influence and no outside influence. Therefore, there is no failure 

image of simple environment in Fig.38. 

When experiments are performed in cluttered environment, because color of 

background is similar with the clothes part, this reason would cause the false detection. 

In Fig.38, background in the field of view is detected as the clothes part, so this result is 

wrong, but most cases still correct. 

In outdoors environment, the influence is not only color of background but also 

wind, airflow, and so on, so the difficulty of the subject redetection increases in this case. 

Because of outside influence, flying robot is instability, so it would cause flying robot 

flying around and shaking. Therefore, the target would be lost usually and the aerial 

images captured also are unstable. Therefore, false detection is more than it in simple 

environment and in cluttered environment. 
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Fig. 37 Successful cases of the target redetection 
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Fig. 38 Failure cases of the target redetection 

 

 

 

 

 

 

 

 

 



84 

 

4.3.4 Moving Direction Detection 

To correctly calculate the moving direction of the target, the positions of the head 

part and clothes part have to be known. This is a new idea for direction calculation. In 

many previous studies, they use the center of gravity moving to calculate the moving 

direction. There are two problems cannot be solved. Firstly, sometimes the center of 

gravity is not correct. Secondly, the moving direction of the current frame cannot be 

known. By our method, these problems can be solved well. Experiments are performed 

in simple environment of indoors, cluttered environment of indoors, and outdoors 

environment. Fig.39 shows the successful cases of moving direction detection. A group 

images in the left of Fig.39 are head detection results, and the center of red rectangle 

shows the position of head part. A group images in the middle of Fig.39 are clothes 

detection results, and the inclination of the bounding rectangle represents the direction 

of the body. Then, according to the position relationship between head part and the 

clothes part, moving direction of the subject can be decided. The results are shown in 

the group images in the right of Fig.39. 

Fig.40 shows failure cases of direction detection, because head part or clothes part is 

failed to be detected. In outdoors environment, because of strong wind or airflow, it will 

cause the object to leave the field of view.  

As shown in Tabel.21, when there is one person in the scene, the success rate is 

98.1% in simple environment, 95.7% in cluttered environment, and 93.6% in outdoors 

environment respectively. In addition, when there are multiple persons in the scene, the 

success rate is 96.5% in simple environment, 93.2% in cluttered environment, and 

91.4% in outdoors environment respectively. 

Calculation method of success rate is same with head detection. However, which is 

the correct detection and which is wrong detection is a problem. 

In our study, a standard value (SV) will be set at first, and then a threshold value 

(TH) is set. Successful detection is determined by equation (39). 

                        THSVCV                           (39) 

In equation (38), CV is current detected value, SV is standard value, and TH is the 

threshold (in our study, threshold is 10 degree, because rotation angle of AR.Drone in 

one second is 9.10 degree/s in average). 
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Fig.39 Successful cases of the direction detection 
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Fig.40 Failure cases of the direction detection 
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Table.21 The success rate of direction detection 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



88 

 

4.3.5Flying Robot Control 

<1> Kalman Filter prediction 

In this part, to judge the correctness of prediction data of moving direction by the 

Kalman Filter algorithm, we draw the trajectory by using prediction data. If it is with 

the same direction with the subject, we think it is correct. Otherwise, it is wrong. 

Fig.41 shows the estimated trajectory of AR.Drone by using prediction data. In fact, 

the target walks in straight. From the estimated trajectory, if the prediction data is right, 

AR.Drone will also go straight. Therefore, the prediction data is correct. 

Fig.42 shows the case when the target walks in curve. In other words, the subject 

turns to the left in halfway. Estimated trajectory is a curve bending to the left, and this 

estimated trajectory is similar with the trajectory of the subject. Therefore, the 

prediction data calculated by the Kalman Filter method is correct. 

 

 

 

 

Fig.41 The Kalman prediction (go straight) 
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Fig. 42 The Kalman prediction (turn left) 
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<2> AR.Drone automatically control 

In this experiment, AR.Drone will be automatically controlled by position and 

moving direction of the subject.  

We have tested the automatic tracking performance in many cases. 

When there is only one person in the scene, tracking performance is tested in simple 

environment, cluttered environment, short distance and long distance respectively. 

When we use AR.Drone to automatically track the subject, the standard of success is 

as follows. In advance, the goal location is designated. In the beginning of the 

experiment, AR.Drone is hovering in air, and starting point is that the subject enters the 

field of view. From start point to goal location, if the subject can be tracked without 

missing, it is successful. Also, if the target is missing in midway, but AR.Drone can be 

automatically controlled to rise up and the target can be rediscovered, it is also 

successful. If not, it is fail. 

I. Simple Environment 

Firstly, we have carried out experiments in simple environment. The area is from 

one end to the other end of the blue sheet (about 10m). Fig.43 shows the Successful 

cases of automatic tracking in simple environment. In Fig.43, front view image is 

captured by video camera, and it shows the tracking process of AR.Drone. In addition, 

there are two top view images. The image on the top shows the head part tracking, and 

the another shows the clothes part tracking. Fig.44 shows failure cases of automatic 

tracking in simple environment. In Fig.44, for one frame image, we also use front view 

image and top view images to describe it. The following cases are also same. From 

Fig.43, target can be correctly tracked in simple environment, because head part and 

clothes part can be tracked in high accuracy. However, when the subject is missing from 

the field of view and the speed of the subject is fast, AR.Drone cannot find target again 

and it is fail. 

The success rate of automatic tracking in simple environment is about 80% (as 

shown in Tabel.22). 
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Fig.43 Successful cases of automatic tracking in simple environment 
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Fig.44 Failure cases of automatic tracking in simple environment 
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II. Cluttered Environment 

In addition, experiments have been carried out in the cluttered environment in 

indoors. The starting point is the subject enters the field of view, and the goal location is 

the place of N meters from the starting point (N is about 10, 20, 30…). 

Fig.45 shows successful cases of automatic tracking in cluttered environment. In 

Fig.45, the subject can be tracked successfully, because the speed of the subject is not 

fast and the subject is in the field of view always. If the speed is fast or quickly turn to 

other direction, the subject would be lost. Fig.46 shows failure cases of automatic 

tracking in cluttered environment. In Fig.46, we can see the subject change his direction 

quickly, so the subject is away from the field of view. Therefore, it cause the experiment 

failed to track the subject. The success rate of automatic tracking in simple environment 

is about 68% (as shown in Tabel.22). 

 

 
 

Fig.45 Successful cases of automatic tracking in cluttered environment 
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Fig.46 Failure cases of automatic tracking in cluttered environment 

 

 

 

Table.22 Success rate of automatic tracking (simple and cluttered environment) 
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III. AR.Drone rises automatically 

As previously mentioned, when target was lost in midway, AR.Drone would rise up 

and search the subject again. Therefore, “rise up” is very important for flying robot 

automatic control. Fig.47 shows AR.Drone rise up to find the subject again when the 

subject is lost in midway. As to this experiment, there are three occasions, going straight, 

turning, and AR.Drone rising up. From frame 1 to frame 273, the subject goes straight 

and AR.Drone tracks the subject correctly. From frame 274 to frame 405, the subject 

turns to right and the subject was tracked in correct. From frame 406 to frame 495, the 

subject was missing and AR.Drone rises up automatically to find the target again. From 

frame 496 to frame 531, the target cannot be found again, so AR.Drone automatically 

goes down and the program is finished. When the target walk in straight, AR.Drone can 

track the target in correct. When moving direction of the subject changes, it maybe 

causes the target away from the field of view. Therefore, when the subject turns slowly, 

he can be tracked by AR.Drone. If the subject turns rapidly, he may be away from the 

field of view of the AR.Drone. 

From frame 406 to frame 495, we can see AR.Drone rises up and search the subject 

again. Because we set AR.Drone can rise up 10 times as maximum, the altitude of rising 

up is not high and the field of view is not very wide, so the subject is not rediscovered. 

In future, we will change the rising times and make the predicted value more and more 

correct. In addition, we will remove the altitude restriction. 
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Fig.47 AR.Drone automatically rising when target is lost in midway 
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IV. Multiple persons 

When there are multiple persons in the scene, we would use the Labeling method to 

separate the subject from these persons explained in previous chapter. Fig.48 shows the 

subject is tracked automatically by AR.Drone when multiple persons exist. In Fig.48, 

when another person wearing same color T-shirt is near to the subject, the subject also 

can be tracked correctly. Because number of experiments is twice, the calculation of 

success rate is not enough. In future, we will increase number of experiments and 

collect more data, and then the success rate can be calculated.  

 

 

 

Fig.48 Automatic tracking when multiple persons exist 
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In this section, we perform automatic tracking experiments in simple environment 

and in cluttered environment. In each environment, there are short distance cases and 

long distance. Short distance case is that walking distance is smaller than 20 meters. 

Long distance case is that walking distance is more than 20 meters. Cases of walking in 

simple environment are all short distance case, because blue sheet is about 10 meters 

long. Cases of walking in cluttered environment can be divided into long distance case 

and short distance case. Results are shown in Table.23.  

In Table.23, because cases of walking in simple environment are all short distance 

case, success rate is about 80.0%. In cluttered environment, we perform experiments of 

short distance 32 times, and the numbers of success are 22 times, so the success rate is 

68.8%. Also, we carry out experiments of long distance 8 times, and the numbers of 

success are 5 times, so the success rate is 62.5%. When there are multiple persons in the 

scene, we perform this experiment 2 times, and the numbers of success are 2 times. 

Because number of experiments is few, the calculation of success rate is not enough. In 

future, we will collect more data to calculate the success rate in correct. 

 

 

Table.23 Success rate of automatic tracking (short distance and long distance) 
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Chapter 5 

Discussions 
In our study, the purpose of image processing part is to correctly detect the target 

and accurately track him at any time. The purpose of flying robot control part is to 

precisely control aerial robot by using position and moving direction of the subject 

detected in image processing part. Due to the results of evaluation experiment, the 

effectiveness of proposed method is verified, and moving direction can be detected 

automatically and accurately. Also, the Kalman Filter prediction is used to predict the 

position and moving direction of the subject, and the accuracy is high from the 

simulation image. In addition, the subject can be automatically tracked in simple 

environment and cluttered environment by the AR.Drone from results of AR.Drone 

automatically control. In the experiments, the flight altitude of AR.Drone is about 3 

meters in average, and the weight of AR.Drone is light (about 400g). In indoors, 

AR.Drone can be stabilized flight without outside influence. However, AR.Drone 

cannot be stable in air with the influence of wind in outdoors. It is difficult to achieve 

autonomously flight in strong wind, so the experiment is best to be executed in weak 

wind (below about 4.0m/s in average) condition. 

About head detection of the target, to avoid false detection, we use the Hough 

Transform method and the brightness distribution of detected circle to detect the head 

part of the subject. Even though there are many circle-like objects with different color to 

head part on the background, head part of the subject also can be detected correctly. The 

success rate of head detection in simple environment is 97.2% (at 3m) and 95.8% (at 

4m) respectively. The success rate of head detection in cluttered environment is 86.6% 

(at 3m) and 82.7% (at 4m) respectively. The success rate of head detection in outdoors 

environment is 77.4% (at 3m) and 72.6% (at 4m) respectively. From failure cases of 

head detection, we can see head detection is affected by many factors. With the different 

altitude, the detection accuracy is also different. Moreover, with height increasing, head 

detection will become difficult, because the radius of head will become smaller. In 

addition, when we perform experiments in outdoors environment, because of wind, 

airflow, and so on, aerial robot will become unstable. Therefore, it will cause head 

detection failed. From results of experiments, success rate in indoors is over 80%, and 

about 75% in outdoors. Because head is detected in the first stages of experiment if the 
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subject is not lost, this success rate is enough for our experiments. Also, we will try to 

adjust the threshold to make it more perfect. 

As to clothes part detection, we make use of head information detected (such as 

radius and center) to set initial contour for clothes contour extraction by using the ACM 

method. From failure cases of clothes detection, it is affected by head detection, initial 

contour setting and background. If head part is detected incorrectly, it will cause initial 

contour is wrong, so clothes detection will fail. Also, the size of initial contour will 

affect the result of clothes detection. If background is simple, after head part is detected 

correctly, clothes part can be extracted in high accuracy. Conversely, assuming 

background is cluttered, after head part is detected correctly, if the size of initial contour 

can be set accurately, clothes part also can be detected correctly. If not, clothes detection 

will fail. In our study, clothes part of the subject is detected in simple background (blue 

sheet is on the ground) at the beginning of the experiments. In this case, we can get 

correct clothes information for human tracking and automatic control of AR.Drone. 

About human tracking part, it is an important section of image processing. In this 

part, we make use of the Mean Shift method to track the head part and clothes part of 

the subject by using color histogram of each part and position of each part. If any object 

is near to the subject and the color is similar to head part or clothes part, human tracking 

maybe fail. When there is only one person in the scene, the success rate in simple 

environment is 98.7%, in cluttered environment is 94.3%, and in outdoors environment 

is 90.2%. However, there is some false detection in experiments. In Fig.34, some 

samples of false detection are shown. One reason is the stability of AR.Drone is not 

good and communication time of AR.Drone is affected by the distance from AR.Drone 

to PC (communication distance is about 50m in common), so result is affected by 

AR.Drone shaking or long communication time. Another is setting of the position 

threshold (the difference between position in last frame and position in current frame), 

and we set the position threshold is 30 pixels. It means if the difference between 

position of last frame and position of current frame is smaller than 30 pixels and color 

histogram has high similarity, we will say human tracking is correct. Therefore, we will 

solve these malpractices in future works. 

When there are multiple persons in the scene, we use the Labeling method to 

separate the subject from these persons. The success rate in simple environment is 

97.8%, in cluttered environment is 91.2%, and in outdoors environment is 88.3%. From 

failure cases of human tracking when multiple persons exist, success rate is affected not 

only by environmental aspects but also by other people. Here, I will give you an 

example. 
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In our study, we use the Labeling Method to separate multiple people. On this basis, 

we use the Labeling Method to find the target with the similar color with clothes part 

and head part of particular people. After that, we make use of position and direction 

information in last frame to judge who is the target. Then, the target can be determined. 

In Fig.36, the labeling image is correct, but human separation is affected by another 

person, so it will fail. Therefore, we must consider about how to solve the problem of 

human separation when multiple persons are very near. Also, we can use time series 

data to solve these problems. 

About moving direction detection, when only one person is in the scene, if head part 

and clothes part can be detected in correct and they can be tracked accurately, moving 

direction can be calculated correctly. In this part, we use the optimum external 

rectangular of clothes part and the position of head part to decide the moving direction 

of the subject (as shown in Fig.19). Therefore, if the external rectangular is wrong or the 

position of head is wrong, moving direction will be incorrect. In these two factors, the 

former is more important. The optimum external rectangular of clothes part is got from 

the result of clothes tracking and influenced by many factors. If the target always exists 

in the field of view, clothes part can be tracked as shown in Fig.33 or Fig.35. However, 

if clothes part is tracked failure as shown in Fig.34 or Fig.36, The optimum external 

rectangular will be wrong. In addition, if the target is lost in midway, we will use the 

Particle Filter method to detect the clothes part again as shown in Fig.37, because we 

use particle distribution to decide which the clothes part is, so the size of yellow 

rectangle in Fig.37 is not same in every frame. In the area of rectangle, if color of some 

object is similar with clothes, it will be added together to calculate the optimum external 

rectangular, so it may be wrong (such as cases of single person in cluttered environment 

and multiple persons in outdoors in Fig.38). Also, the optimum external rectangular 

would be influenced by viewpoint. Because if viewpoint is different, the acreage of the 

clothes part seen is also different. Therefore, human tracking and target redetection will 

affect moving direction detection directly, and we will improve the accuracy of human 

tracking and target redetection in future. Furthermore, success rate in outdoors is lower 

than it in indoors, because strong wind will cause AR.Drone shake and unstable. When 

moving direction is detected, we use the Kalman Filter method to correct it and to 

predict the moving direction in next time. In our study, we use time series data to correct 

moving direction and result is shown in Fig.41 and Fig.42. In future, we will improve 

the accuracy of moving direction detection and Kalman Filter prediction. 

When the correct data of moving direction and position is got, AR.Drone would be 

controlled automatically by these data. This section is very important for our study. At 
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present, AR.Drone I is used for our study. The sampling time of AR.Drone I is about 

33.3ms, and image processing time is about 46.6ms in average. According to the 

position and direction of the subject, AR.Drone can be controlled by adjusting the speed 

of four propellers. In present, because threshold values of speed of four propellers are 

not achieved automatic obtaining by the Proportional Control, speed value of four 

propellers cannot be changed at any time.  

Experiments are carried out in simple environment and cluttered environment in 

indoors respectively. In each environment, it also can be divided in short distance case 

(<20m) and long distance case (>20m). The standard of success is explained in previous 

chapter. In simple environment, because background is monochromatic, head part and 

clothes part can be tracked correctly (as shown in Fig.43). However, if the subject 

speeds up, he might be away from the field of view. At this time, AR.Drone will search 

the target again, but the target walks continuously, so it cannot find the target again and 

it will land automatically. In cluttered background indoors, in general, the subject can be 

tracked correctly. If the subject is lost in midway, the clothes part will be detected again 

by using the Particle Filter method. At this time, erroneous detection results might be 

got (as shown in Fig.38), so it would cause position and moving direction of the subject 

wrong and AR.Drone cannot track the subject correctly. Therefore, the success rate in 

simple background is higher than it in cluttered background. Also, in Fig.46, when the 

target changes his direction suddenly, he might be lost from the field of view. In 

addition, the communication distance of AR.Drone I is 50 meters. In other words, the 

distance between AR.Drone and PC is farther, and the transfer time will be longer. It 

also affects the result of automatic tracking. 

In simple environment, because the subject walks on the blue sheet, the distance is 

the same as the length of blue sheet. Therefore, they are all short distance case. We 

perform experiments 50 times, and there are 40 times successful, so success rate is 

80.0%. In cluttered environment, we perform experiments of short distance case 32 

times, and there are 22 times successful, so success rate is 68.8%. In addition, 

experiments of long distance case are carried out 8 times, and there are 5 times 

successful, so the success rate is 62.5%. In experiments of long distance case, the 

longest distance is about 50 meters, and the shortest distance is about 20 meters. 

Because the speed value of AR.Drone is same (direction is different) and the speed of 

the subject is different at any time, it also causes the subject lost and automatic tracking 

fail. In future, we will use the Proportional Control to automatically obtain the threshold 

value of speed of propellers, and make results of automatic tracking more and more 

accurate. 
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In addition, experiments when there are multiple persons exist in the scene are 

carried out. In simple environment, we perform experiments twice, and there are twice 

successful, but we cannot say the success rate is 100.0%, because the number of 

experiments is few. In these two experiments, the speed of the subject is slower than 

normal walking speed, and the residence time of second person is not long in the scene. 

In future, we will do a lot of experiments to calculate the success rate of this case, and to 

test and verify the correctness and effectiveness of automatic tracking when there are 

multiple persons in the scene. 

In the automatic tracking process, if the subject is lost, he cannot know he has been 

away from the field of view, because AR.Drone is in air and there is not any alarm to 

prompt the subject. Therefore, when the subject is away from the field of view, 

AR.Drone cannot find the subject again, because the subject will walk in same direction 

continuously or change his direction. Therefore, it is better to use mechanical voice or 

alarm bell to make the subject know he has been away from the field of view in future. 
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Chapter 6 

Conclusions 
 

In our study, a new aerial shoot system for wide area monitoring is proposed, and it 

is important to achieve practical realization in the future. In addition, a new visual 

control method by confusing multiple modules to achieve automatic human tracking is 

proposed. Multiple modules contain the Hough Transform algorithm, the Mean Shift 

algorithm, the Particle Filter algorithm, the Active Contour Model algorithm, and the 

Kalman Filter algorithm. They are not simply combined, but effectively confused. Also, 

a new method for moving direction is proposed, and experiments show that using this 

method the moving direction can be detected in correct.  

In our study, there are three new contributions. Firstly, flying robot is utilized to 

ensure effective field of view and improve tracking capability. Secondly, moving 

direction automatic detection is devised. It is possible to detect human moving direction 

not only in simple environment but also in cluttered environment. Thirdly, prediction 

control is used to correct moving direction to ensure the correctness of moving 

direction. 

By results of evaluation experiments, when there is only one person in the scene, he 

can be tracked in high accuracy, and the success rate is 98.7% in simple environment, 

94.3% in cluttered environment, and 90.2% in outdoors. Then, his moving direction can 

be detected correctly, and the success rate is 98.1% in simple environment, 95.7% in 

cluttered environment, and 93.6% in outdoors environment. In view of this, 

performances of human tracking and moving direction detection are well. Also, the 

subject can be tracked automatically by AR.Drone effectively. The success rate of 

automatic tracking is 80.0% in simple environment and 67.5% in cluttered environment 

(68.8% in short distance case and 62.5% in long distance case). Automatic tracking is a 

comprehensive result for the evaluation experiment, and any step might lead automatic 

tracking to failure. When there are multiple persons in the scene, the subject also can be 

tracked correctly, and the success rate is 97.8% in simple environment, 91.2% in 

cluttered environment, and 88.3% in outdoors environment. In addition, his direction 

can be calculated accurately, and the success rate is 96.5% in simple environment, 

93.2% in cluttered environment, and 91.4% in outdoors environment. Furthermore, we 
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have carried out experiments of automatic tracking in simple environment twice, and 

twice are all successful. Because number of experiments is few, so we cannot say the 

success rate is 100%, but the subject can be tracked when there are multiple persons 

exist in the scene. 

According to experiment results above, the moving direction of a particular person 

can be detected automatically and accurately. In addition, the effectiveness of aerial 

shoot system and proposed visual control method are verified. Furthermore, flying robot 

can be automatically controlled to track the target, and it further proved correctness and 

effectiveness of our aerial shoot system. 

As to future works, problems stated in previous chapter are to be solved firstly. Then, 

we will improve the accuracy of flying robot automatic control in simple environment 

and cluttered environment in indoors. In addition, we will carry out automatic tracking 

experiments in outdoors environment. In order to use the result of the image recognition 

to control flying robot smoothly, it is better to improve the capability of flying robot. In 

present, all experiments are carried out by AR.Drone I. From now on, the AR.Drone II 

with high resolution cameras and many sensors will be used to carry out evaluation 

experiments continuously. Furthermore, in order to track fast walking people, the 

processing time is to be shorten. In addition, we will improve the accuracy of image 

processing to achieve moving direction accurate detection indoors and outdoors for 

practical realization. Also, the Kalman Filter theory is utilized to predict moving 

direction exactly for flying robot control. In present, we just put people as objects in 

wide area. In future, we will put motionless objects and moving objects all as target, and 

we will try our best to achieve autonomous monitoring system in wide area as quickly 

as possible. 
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