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Abstract

This thesis aims to provide a path to abstraction between probabilistic systems and

non-probabilistic systems in order to put the verification methods for probabilistic

systems into practical use.

McIver et al have introduced a verification method for probabilistic systems using

probabilistic Kleene algebras and their model of probabilistic systems. However it

is difficult to put their method in practical use because their model of probabilistic

systems still includes probabilistic components. Thus we have to find more abstract

semantic domain excluded probabilistic components in order to enable their verifica-

tion method to be put into practical use. This thesis offers multirelations — extended

binary relations — as that abstract domain for probabilistic systems. And we general-

ize the model of probabilistic systems as probabilistic multirelations, then we consider

probabilistic multirelations and non-probabilistic multirelations via an algebra called

complete IL-semiring. Giving several Galois connections between them, we begin walk-

ing to abstraction for probabilistic systems.
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Chapter 1

Introduction

In this thesis we aim to provide a path to abstraction between probabilistic systems

and non-probabilistic systems in order to put the verification methods for probabilistic

systems into practical use. This chapter introduce the background and the outline of

this thesis.

1.1 Formal Methods for Probabilistic Systems

In recent years, the importance of formal methods for systems on specification, devel-

opment and verification is rising along. Actually in IEC 61508 [IEC98], the formal

methods are recommended to secure the higher reliability of systems, so the study on

these methods are discussed from various perspectives. In addition, it is expected that

new standards based on IEC 61508 will be established for every various fields.

The formal methods are mathematical-based techniques for specification, develop-

ment and verification of systems. These techniques based on strict descriptions are

particularly important into systems required high reliability because the description

written in natural language may allow errors caused by the ambiguity inherent in nat-

ural language. In fact there are many examples of the application of formal methods;

for example, aircraft development, traffic control for trains, nuclear plant control, and
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2 1. Introduction

so on.

The formal methods for probabilistic systems are studied by Carrol Morgan, An-

abelle McIver, et al [Mor]. And their book [MM05] was published in 2005. On the

other hand, a probabilistic model checker, PRISM [PMC] is now available, which is a

tool for formal modeling and analysis of systems that exhibit random or probabilistic

behavior.

Though computer programs and systems including techniques using uncertainty

and randomization — e.g. distributed computing, fault tolerant system, randomized

algorithm — are increasing, the formal methods for probabilistic systems are still the

big challenge. The biggest problem we face is numerical computations. While we

model probabilistic systems formally and calculate the property of the systems on

computers, it entails enormous costs for complicated calculation caused by numerical

computations than standard systems.

1.2 Kleene Algebras and Complete IL-semirings

A notion of Kleene algebras is introduced by Kozen [Koz94] as a complete axiomatiza-

tion of regular expressions. It is known that the set of (usual) binary relations on a set

forms a Kleene algebra. Having such a relational model, we can have interpretation of

while-programs in a Kleene algebra without any difficulty. Moreover, relational mod-

els have suggested a direction of extension of Kleene algebras, for instance, to Kleene

algebra with tests [Koz97] and Kleene algebra with domains [DMS06]. Then three

weaker variants of Kleene algebras have been independently introduced for different

purposes.

• Möller [Moe04] has introduced lazy Kleene algebras to handle both of finite

and infinite streams. A lazy Kleene algebra subsumes Dijkstra’s computation

calculus (cf. [Dij00]), Cohen’s omega algebra (cf. [Coh00]) and von Wright’s

demonic refinement algebra (cf. [Wri04]).

• A notion of monodic tree Kleene algebras has been introduced by Takai and

Furusawa [TF06] to develop Kleene-like algebras for a class of tree languages,

which is called monodic. Though, as reported by [TF08], the proof of their

completeness result contains some mistakes, the set of monodic tree languages

over a signature still forms a monodic tree Kleene algebra.
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• A notion of probabilistic Kleene algebras is introduced by McIver and Weber

[MW05] for probabilistic systems. More details will follow in the next section.

Though the notions of these three variants of Kleene algebras are very similar to

each other, the relationship between them has not been studied before we study in

the paper [NTF09]. By the way Kleene algebras deeply relate complete idempotent

semirings (or quantales). In fact, it has already known that every complete idempotent

semiring forms a Kleene algebra. Complete idempotent left semirings (IL-semirings)

introduced by Möller [Moe04], are relaxations of complete idempotent semirings. In

the paper [NTF09] we showed that every complete IL-semiring forms lazy Kleene

algebra. Moreover we define a cube consisting of eight classes of lazy Kleene algebras,

by introducing three axioms — the 0-axiom, the +-axiom, and the D-axiom — on a

lazy Kleene algebra. A lazy Kleene algebra satisfies all of the three axioms if and only

if it is a Kleene algebra. Also we define a cube consisting of eight classes of complete

IL-semirings, by introducing three conditions (preservation of the right 0, the right

+, and all right directed joins) on a complete IL-semiring. A complete IL-semiring

satisfies all of the three conditions if and only if it is a complete idempotent semiring.

And we obtain a mapping from the second cube to the first cube, by proving that a

complete IL-semiring forms a lazy Kleene algebra and that preservation of the right 0,

the right +, and all right directed joins on a complete IL-semiring imply the 0-axiom,

the +-axiom, and the D-axiom on a lazy Kleene algebra, respectively. These results

include the following facts:

• Every complete IL-semiring preserving all directed joins forms a monodic tree

Kleene algebra.

• Every complete IL-semiring preserving all directed joins and the right 0 forms a

probabilistic Kleene algebra.

1.3 Probabilistic Kleene Algebra

Using probabilistic Kleene algebras, Cohen’s separation theorems [Coh00] are gen-

eralised for probabilistic distributed systems and the general separation results are

applied to Rabin’s solution [Rab82] to distributed mutual exclusion with bounded

waiting in [MCC06]. This result shows that probabilistic Kleene algebras are useful
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to simplify a model of probabilistic distributed system without numerical calculations

which are usually required and makes difficult to analyze systems while we consider

probabilistic behaviors. However a model of probabilistic systems used in these results

is too complicated because it includes probabilistic calculus. So it is difficult to put

their verification method using probabilistic Kleene algebra in practical use. Then

we have to find more abstract semantic domain for probabilistic systems, before their

verification method can be put into practical use.

1.4 Multirelations

Up-closed multirelations are studied as a semantic domain of programs. They serve

predicate transformer semantics with both of angelic and demonic nondeterminism in

the same framework [MCR04, Rew03, RB06]. Also up-closed multirelations provide

models of game logic introduced by Parikh [Par85]. The paper [PP03] is an excellent

overview of this research area. Operations of the game logic have been studied from an

algebraic point of view by [Gor03] and [Ven03]. They have given complete axiomatisa-

tion of iteration-free game logic. The iteration in games is corresponding to reflexive

transitive closure on multirelations. We have already studied constructions of reflexive

and transitive closure of up-closed multirelations in [TNF08b, TNF09].

In the paper [FTN08] authors show that the set of all finitary, total up-closed

multirelations forms a probabilistic Kleene algebra. On the other hand, the semantics

of probabilistic systems introduced by McIver et al[MCC06, MW05, Web08] can be

generalized using probabilistic multirelations. The set of probabilistic multirelations

also forms a probablistic Kleene algebra. These facts indicate that there may be a good

relationship between probabilistic multirelations and ordinary multirelations. That is

why we aim at abstraction between probabilistic multirelations and non-probabilistic

multirelations in this thesis.

1.5 Galois Connection

A Galois connection is a particular correspondence between two partially ordered sets,

and it appears in a theory of Abstract Interpretation formalised by Patrick Cousot et al

[Cou00]. Abstract interpretation is a theory of sound approximation of the semantics of
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computer programs, and it can be viewed as a partial execution of a computer program

which gains information about its semantics without performing all the calculations.

This thesis will be finished with a comparison of several Galois connections between

probabilistic multirelations and non-probablistic multirelations.

1.6 Thesis Outline

Chapter 2 studies basic properties of multirelations, and then shows that classes of mul-

tirelations provides models of three weaker variants of Kleene algebras. The material

in chapter 2 is based on joint work [FNT09, FTN08, TNF08a] with Hitoshi Furusawa

and Koki Nishizawa.

In chapter 3 we make progress on the result of chapter 2. We introduce a notion

of type of multirelations. And then we give a sufficient condition on type T so that

the set of up-closed multirelations of T belongs to the class, for each of eight classes

of relaxation of Kleene algebra. The material in chapter 3 is also based on joint work

[NTF09] with Hitoshi Furusawa and Koki Nishizawa.

Chapter 4 introduces another multirelational model of probabilistic Kleene alge-

bra used by Weber et al [MW05, Web08] to obtain counterexamples in the model

of probabilistic systems. That model consists of multirelations called bottomed. Bot-

tomed multirelations may not be up-closed. We study the basic properties of bottomed

multirelations and show that the set of bottomed multirelations forms a complete IL-

semiring.

In chapter 5 we introduce a notion of probabilistic multirelations which is gen-

eralization of the semantics of probabilistic distributed systems given by McIver et

al[MCC06], [MW05]. And then we show that the set of probabilistic multirelations

forms a complete IL-semiring.

Chapter 6 studies relationship between probabilistic systems and non-probabilistic

systems. Specifically we consider a number of Galois connections between probabilistic

multirelations and ordinary multirelations, and compare them in terms of preservation

of the properties.





Chapter 2

Multirelational Models of

Lazy Kleene Algebras

This chapter studies basic properties of multirelations, and then shows that classes of

multirelations provide models of three weaker variants of Kleene algebras, namely, lazy,

monodic tree, and probabilistic Kleene algebras. Also it is shown that these classes

of up-closed multirelations need not be models of Kozen’s Kleene algebras unlike the

case of ordinary binary relations.

2.1 Overview

In this chapter, we give multirelational models of three weaker variants of Kleene al-

gebras. Since these are independently introduced, they have not been investigated

from the unified point of view. Our giving models may reveal both of difference and

commonality of these. Though it is known that the set of (usual) binary relations on

a set forms a Kleene algebra, models here need not be. Essentially, this chapter is re-

organizing and revising results (cf. [FTN08], [TNF08a]) presented at the International

Conference on Relational Methods in Computer Science, Frauenwörth, Germany, 2008.

This chapter is organized as follows. We begin in Section 2.2 and 2.3 recalling

7



8 2. Multirelational Models of Lazy Kleene Algebras

definitions of three weaker variants of Kleene algebras and study basic notions and

properties of up-closed multirelations. In Section 2.4, we show that the set of up-

closed multirelations on a set forms a lazy Kleene algebra. Though [Moe04] has proved

the fact via correspondence between up-closed multirelations and monotone predicate

transformers, we prove it without using the correspondence. In the proof, right residue

plays an important rôle. We also give an example which shows that the set of up-closed

multirelations need not form a monodic tree Kleene algebra. We introduce the notion

of finitary up-closed multirelations in the beginning of Section 2.5. Then we show

that the set of finitary up-closed multirelations on a set forms a monodic tree Kleene

algebra. Tarski’s least fixed point theorem for continuous mappings is used to prove

it. Assuming a notion called totality, which is introduced by [RB06], we obtain a

multirelational model of probabilistic Kleene algebras.

2.2 Lazy, Monodic Tree, and Probabilistic Kleene

Algebra

We recall the definition of lazy Kleene algebras introduced by Möller [Moe04].

Definition 2.1. A tuple (K, +, 0, ·, 1) satisfying the followings is called an idempotent

left semiring (IL-semiring) [Moe04]

- (K, +, 0) is an idempotent commutative monoid, that is

0 + a = a (2.1)

a + b = b + a (2.2)

a + a = a (2.3)

a + (b + c) = (a + b) + c (2.4)

- (K, ·, 1) is a monoid, that is

a(bc) = (ab)c (2.5)

1a = a (2.6)

a1 = a (2.7)
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- The followings satisfy:

ab + ac ≤ a(b + c) (2.8)

ac + bc = (a + b)c (2.9)

0a = 0 (2.10)

for all a, b, c ∈ K, where · is omitted and the order ≤ is defined by a ≤ b iff a + b = b.

Definition 2.2. A lazy Kleene algebra [Moe04] is a tuple (K, +, ·, ∗, 0, 1) satisfying

the followings:

- (K, +, 0, ·, 1) is IL-semiring.

- The unary operator ∗ satisfies

1 + aa∗ ≤ a∗ (2.11)

ab ≤ b =⇒ a∗b ≤ b (2.12)

for all a, b, c ∈ K.

The notion of monodic tree Kleene algebras introduced by Takai and Furusawa

(2006) is as follows.

Definition 2.3. A lazy Kleene algebra (K, +, ·, ∗, 0, 1) satisfying

a(b + 1) ≤ a =⇒ ab∗ ≤ a (2.13)

for all a, b ∈ K is called a monodic tree Kleene algebra.

The notion of probabilistic Kleene algebras introduced by [MW05] is as follows.

Definition 2.4. A monodic tree Kleene algebra (K, +, ·, ∗, 0, 1) satisfying

a0 = 0 (2.14)

for all a ∈ K is called a probabilistic Kleene algebra.

Kozen’s Kleene algebras require stronger conditions

ab + ac = a(b + c) (2.8’)

and

ab ≤ a =⇒ ab∗ ≤ a (2.13’)

instead of (2.8) and (2.13), respectively. Note that a probabilistic Kleene algebra

satisfying (9’) is a Kleene algebra in the sense of [Koz94].
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2.3 Up-Closed Multirelation

In this section we recall definitions and basic properties of multirelations and their

operations. More precise information on these can be obtained from [MCR04, Rew03,

RB06].

A multirelation over a set A is a subset of the Cartesian product A × ℘(A) of A

and the power set ℘(A) of A. A multirelation R is called up-closed if (x,X) ∈ R and

X ⊆ Y imply (x, Y ) ∈ R for each x ∈ A, X,Y ⊆ A. The null multirelation ∅ and

the universal multirelation A × ℘(A) are up-closed, and will be denoted by 0 and ∇,

respectively. The set of up-closed multirelations over A will be denoted by UMR(A).

For a family {Ri | i ∈ I} of up-closed multirelations the union
∪

i∈I Ri is up-closed

since
(x,X) ∈

∪
i∈I Ri and X ⊆ Y

⇐⇒ ∃i ∈ I. (x,X) ∈ Ri and X ⊆ Y
=⇒ ∃i ∈ I. (x, Y ) ∈ Ri (Ri is up-closed)
⇐⇒ (x, Y ) ∈

∪
i∈I Ri .

So UMR(A) is closed under arbitrary union
∪

. Then it is immediate that a tuple

(UMR(A),
∪

) is a sup-semilattice equipped with the least element 0 with respect to

the inclusion ordering ⊆.

Remark 2.1. UMR(A) is also closed under arbitrary intersection
∩

. So, UMR(A)

forms a complete lattice together with the union and the intersection.

R + S denotes R ∪ S for a pair of up-closed multirelations R and S. Then the

following holds.

Proposition 2.1. A tuple (UMR(A), +, 0) is an idempotent commutative monoid.

For a pair of multirelations R,S ⊆ A × ℘(A) the composition R; S is defined by

(x,X) ∈ R; S iff ∃Y ⊆ A.((x, Y ) ∈ R and ∀y ∈ Y.(y, X) ∈ S) .

It is immediate from the definition that one of the zero laws

0 = 0; R

is satisfied. The other zero law

R; 0 = 0

need not hold.
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Example 2.1. Consider the universal multirelation ∇ on a singleton set {x}. Then,

since (x, ∅) ∈ ∇, ∇; 0 = ∇ 6= 0.

Also the composition ; preserves the inclusion ordering ⊆, that is,

P ⊆ P ′ and R ⊆ R′ =⇒ P ; R ⊆ P ′; R′

since

(x,X) ∈ P ; R ⇐⇒ ∃Y ⊆ A.((x, Y ) ∈ P and ∀y ∈ Y.(y, X) ∈ R)
=⇒ ∃Y ⊆ A.((x, Y ) ∈ P ′ and ∀y ∈ Y.(y, X) ∈ R′)
⇐⇒ (x,X) ∈ P ′; R′ .

If R and S are up-closed, so is the composition R; S since

(x,X) ∈ R; S and X ⊆ Z
=⇒ ∃Y ⊆ A.((x, Y ) ∈ R and ∀y ∈ Y.(y, Z) ∈ S) (S is up-closed)
⇐⇒ (x, Z) ∈ R; S .

In other words, the set UMR(A) is closed under the composition ;.

Lemma 2.1. Up-closed multirelations are associative under the composition ;.

Proof. Let P , Q, and R be up-closed multirelations over a set A. We prove (P ; Q); R ⊆
P ; (Q; R).

(x,X) ∈ (P ; Q); R

⇐⇒ ∃Y ⊆ A.((x, Y ) ∈ P ; Q and ∀y ∈ Y.(y, X) ∈ R)

⇐⇒ ∃Y ⊆ A.(∃Z ⊆ A.((x, Z) ∈ P and ∀z ∈ Z.(z, Y ) ∈ Q) and

∀y ∈ Y.(y,X) ∈ R)

=⇒ ∃Z ⊆ A.((x, Z) ∈ P and

∀z ∈ Z.∃Y ⊆ A.((z, Y ) ∈ Q and ∀y ∈ Y.(y,X) ∈ R))

⇐⇒ ∃Z ⊆ A.((x, Z) ∈ P and ∀z ∈ Z.(z, X) ∈ Q; R)

⇐⇒ (x,X) ∈ P ; (Q; R) .

For P ; (Q; R) ⊆ (P ; Q); R it is sufficient to show

∃Z ⊆ A.((x, Z) ∈ P and

∀z ∈ Z.∃Y ⊆ A.((z, Y ) ∈ Q and ∀y ∈ Y.(y,X) ∈ R))

=⇒ ∃Y ⊆ A.(∃Z ⊆ A.((x, Z) ∈ P and ∀z ∈ Z.(z, Y ) ∈ Q) and

∀y ∈ Y.(y, X) ∈ R) .

Suppose that there exists a set Z such that

(x, Z) ∈ P and ∀z ∈ Z.∃Y ⊆ A.((z, Y ) ∈ Q and ∀y ∈ Y.(y,X) ∈ R) .
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If Z is empty, it is obvious since we can take the empty set as Y . Otherwise, take a

set Yz satisfying

(z, Yz) ∈ Q and ∀y ∈ Yz.(y, X) ∈ R

for each z ∈ Z. Then set Y0 =
∪

z∈Z Yz. Since Q is up-closed, (z, Y0) ∈ Q for each z.

Also (y,X) ∈ R for each y ∈ Y0 by the definition of Y0. Thus Y0 satisfies

∃Z ⊆ A.((x, Z) ∈ P and ∀z ∈ Z.(z, Y0) ∈ Q) and ∀y ∈ Y0.(y, X) ∈ R .

We used the fact that Q is up-closed to show P ; (Q; R) ⊆ (P ; Q); R. Multirelations

need not be associative under composition.

Example 2.2. Consider multirelations

R = {(x, {x, y, z}), (y, {x, y, z}), (z, {x, y, z})} and

Q = {(x, {y, z}), (y, {x, z}), (z, {x, y})}

on a set {x, y, z}. Here, R is up-closed but Q is not. Since R; Q = 0, (R; Q); R = 0.

On the other hand, R; (Q; R) = R since Q; R = R and R; R = R. Therefore

(R; Q); R ⊆ R; (Q; R)

but

R; (Q; R) 6⊆ (R; Q); R .

Replacing Q with an up-closed multirelation Q′ defined by Q′ = Q + R,

R; (Q′; R) = (R; Q′); R

holds since Q′; R = R = R; Q′.

The identity 1 ∈ UMR(A) is defined by

(x,X) ∈ 1 iff x ∈ X .

Lemma 2.2. The identity satisfies the unit laws, that is,

1; R = R and R; 1 = R

for each R ∈ UMR(A).



2.3. Up-Closed Multirelation 13

Proof. First, we prove 1; R ⊆ R.

(x,X) ∈ 1; R ⇐⇒ ∃Y ⊆ A.((x, Y ) ∈ 1 and ∀y ∈ Y.(y, X) ∈ R)

⇐⇒ ∃Y ⊆ A.(x ∈ Y and ∀y ∈ Y.(y, X) ∈ R)

=⇒ (x,X) ∈ R .

Conversely, if (x,X) ∈ R, then (x,X) ∈ 1; R since (x, {x}) ∈ 1. Next, we prove

R; 1 ⊆ R.

(x,X) ∈ R; 1 ⇐⇒ ∃Y ⊆ A.((x, Y ) ∈ R and ∀y ∈ Y.(y,X) ∈ 1)

⇐⇒ ∃Y ⊆ A.((x, Y ) ∈ R and ∀y ∈ Y.y ∈ X)

⇐⇒ ∃Y ⊆ A.((x, Y ) ∈ R and Y ⊆ X)

=⇒ (x,X) ∈ R

since R is up-closed. Conversely, if (x,X) ∈ R, then (x,X) ∈ R; 1 since, by the

definition of 1, (y,X) ∈ 1 for each y ∈ X.

Therefore the following property holds.

Proposition 2.2. A tuple (UMR(A), ; , 0, 1) satisfies conditions (2.5), (2.10), (2.6),

and (2.7) in Definition 2.4.

As Example 2.1 has shown, the condition (2.14) need not be satisfied. We discuss

about this condition in Section 2.6

Since the composition ; preserves the inclusion ordering ⊆, we have∪
i∈I

R; Si ⊆ R; (
∪
i∈I

Si)

for each up-closed multirelation R and a family {Si | i ∈ I}. Also∪
i∈I

Ri; S = (
∪
i∈I

Ri); S

holds for each up-closed multirelation S and a family {Ri | i ∈ I} since

(x,X) ∈
∪

i∈I Ri; S ⇐⇒ ∃k.((x,X) ∈ Rk; S)
⇐⇒ ∃k.(∃Y ⊆ A.((x, Y ) ∈ Rk and ∀y ∈ Y.(y,X) ∈ S))
⇐⇒ ∃Y ⊆ A.(∃k.((x, Y ) ∈ Rk and ∀y ∈ Y.(y,X) ∈ S))
⇐⇒ ∃Y ⊆ A.((x, Y ) ∈

∪
i∈I Ri and ∀y ∈ Y.(y, X) ∈ S))

⇐⇒ (x,X) ∈ (
∪

i∈I Ri); S .

Proposition 2.3. A tuple (UMR(A), +, ; ) satisfies conditions (2.8) and (2.9) in Defi-

nition 2.4.
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We give an example showing that the equation (9’) need not hold in UMR(A).

Example 2.3. Consider the up-closed multirelation

R = {(x,W ) | z ∈ W} ∪ {(y, W ) | {x, z} ⊆ W} ∪ {(z, W ) | {x, z} ⊆ W}

on a set {x, y, z}. Clearly, this R is up-closed. Then, R; (1 + R) 6⊆ R; 1 + R; R since

(y, {z}) 6∈ R; 1 + R; R though (y, {z}) ∈ R; (1 + R).

2.4 Multirelational Model of Lazy Kleene Algebra

For R ∈ UMR(A), a mapping ϕR : UMR(A) → UMR(A) is defined by

ϕR(ξ) = R; ξ + 1 .

Since (UMR(A),∪,∩) is a complete lattice and the mapping ϕR preserves the ordering

⊆, ϕR has the least fixed point, given by
∩
{ξ | ϕR(ξ) ⊆ ξ}.

For an up-closed multirelation R we define R∗ as

R∗ =
∩

{ξ | ϕR(ξ) ⊆ ξ} .

Then the following (2.15) and (2.16) hold since R∗ is the least fixed point of ϕR.

1 + R; R∗ ⊆ R∗ (2.15)

1 + R; P ⊆ P =⇒ R∗ ⊆ P (2.16)

Thus, we have already shown the following proposition.

Proposition 2.4. A tuple (UMR(A), +, ; , ∗, 0, 1) satisfies the condition (2.11) in Def-

inition 2.2.

For P, Q ∈ UMR(A) we define P/Q as

P/Q =
∪

{ξ | ξ; Q ⊆ P} .

Lemma 2.3. For P,Q, R ∈ UMR(A) it holds that

R ⊆ P/Q ⇐⇒ R; Q ⊆ P .
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Proof. Suppose that R ⊆ P/Q. By the left distributivity we have

R; Q ⊆ (P/Q); Q =
∪
{ξ | ξ; Q ⊆ P}; Q

=
∪
{ξ; Q | ξ; Q ⊆ P}

⊆ P .

Conversely, suppose that R; Q ⊆ P . Since R ∈ {ξ | ξ; Q ⊆ P}, R ⊆ P/Q holds.

Proposition 2.5. For P, R ∈ UMR(A) it holds that

R; P ⊆ P =⇒ R∗P ⊆ P .

Proof. Suppose that R; P ⊆ P . Then we have

(1 + R; (P/P )); P = P + R; (P/P ); P

⊆ P + R; P

⊆ P

since (P/P ); P ⊆ P . So 1 + R; (P/P ) ⊆ (P/P ) holds. By (2.16) we have R∗ ⊆ P/P .

Therefore R∗; P ⊆ P holds.

Theorem 2.1. A tuple (UMR(A), +, ; , ∗, 0, 1) is a lazy Kleene algebra.

(UMR(A), +, ; , ∗, 0, 1) need not satisfy the condition (2.13).

Example 2.4. Consider up-closed multirelations

P = {(n,X) | X is infinite} and

R = {(0, ∅)} ∪ {(n, X) | ∃m ∈ X.n ≤ m + 1}

over the set N of natural numbers. It can be proved that ϕR(ξ) = R; ξ + 1 ⊆ ξ implies

∀m ∈ N.(m, {0}) ∈ ξ by induction on m. So, ∀m ∈ N.(m, {0}) ∈ R∗ holds since R∗

is the least fixed point of ϕR. Moreover, (n, N) ∈ P holds for a natural number n.

Therefore, (n, {0}) ∈ P ; R∗ holds. Since (n, {0}) 6∈ P , we have P ; R∗ 6⊆ P . However,

P ; (R + 1) ⊆ P holds.

Therefore (UMR(A), +, ; , ∗, 0, 1) need not be a monodic tree Kleene algebra.

2.5 Multirelational Model of Monodic Tree Kleene

Algebra

For monodic tree Kleene algebras, we consider a subclass of up-closed multirelations.
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Definition 2.5. An up-closed multirelation R is called finitary if (x, Y ) ∈ R implies

that there exists a finite set Z such that Z ⊆ Y and (x, Z) ∈ R.

Clearly all up-closed multirelations over a finite set are finitary. The set of finitary

up-closed multirelations over a set A will be denoted by UMRf (A).

Remark 2.2. An up-closed multirelation R is called disjunctive (cf. Pauly and Parikh

(2003)) or angelic (cf. [MCR04]) if, for each x ∈ A and each V ⊆ ℘(A),

(x,
∪

V ) ∈ R iff ∃Y ∈ V.(x, Y ) ∈ R .

Let R be disjunctive and (x,X) ∈ R. And let V be the set of finite subsets of X.

Then
∪

V = X. By disjunctivity, there exists Y ∈ V such that (x, Y ) ∈ R. Also Y is

finite by the definition of V . Therefore disjunctive up-closed multirelations are finitary.

However, finitary up-closed multirelations need not be disjunctive. Consider a finitary

up-closed multirelation R = {(x, {x, y})} on a set {x, y}. Then
∪
{{x}, {y}} = {x, y}

and (x, {x, y}) ∈ R but (x, {x}), (x, {y}) 6∈ R.

It is obvious that 0, 1 ∈ UMRf (A). Also the set UMRf (A) is closed under arbitrary

union
∪

.

Proposition 2.6. The set UMRf (A) is closed under the composition ;.

Proof. Let P and R be finitary up-closed multirelations. Suppose (x,X) ∈ P ; R.

Then, by the definition of the composition, there exists Y ⊆ A such that

(x, Y ) ∈ P and ∀y ∈ Y.(y, X) ∈ R .

Since P is finitary, there exists a finite set Y0 ⊆ Y such that

(x, Y0) ∈ P and ∀y ∈ Y0.(y, X) ∈ R .

Also, since R is finitary, there exists a finite set Xy ⊆ X such that (y,Xy) ∈ R for

each y ∈ Y0. Then the set
∪

y∈Y0
Xy is a finite subset of X such that

(x,
∪

y∈Y0

Xy) ∈ P ; R

since (y,
∪

y∈Y0
Xy) ∈ R for each y ∈ Y0. Therefore P ; R is finitary.

Thus, if R and ξ are finitary, then so is ϕR(ξ).

The set UMRf (A) need not be closed under arbitrary intersection
∩

.
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Example 2.5. For each natural number i, consider the finitary up-closed multirelation

Ri = {(1, X) | i ∈ X} over the set N of natural numbers. Then,
∩
{Ri | i ∈ N} is not

finitary since
∩
{Ri | i ∈ N} = {(1, N)}.

For a family {Pi | i ∈ I} of Pi ∈ UMRf (A) we define that∧
{Pi | i ∈ I} =

∪
{R ∈ UMRf (A) | ∀i ∈ I.R ⊆ Pi} .

Then, in a poset (UMRf (A),⊆),
∧
{Pi | i ∈ I} is the greatest lower bound of a family

{Pi | i ∈ I}.
For a finitary up-closed multirelation R we define R∗ as

R∗ =
∧

{ξ | ϕR(ξ) ⊆ ξ} .

Then, as the case of UMR(A) in the last section, it may be shown that a tuple

(UMRf (A), +, ; , ∗, 0, 1) is a Lazy Kleene algebra.

Moreover, for a finitary up-closed multirelation R, we obtain bottom-up construc-

tion of R∗. Proving the fact, we use the following lemma.

Lemma 2.4. Let D be a directed subset of UMRf (A) and let R ∈ UMRf (A). Then it

holds that

R; (
∪

D) =
∪

{R; P | P ∈ D}.

Proof.
∪
{R; P | P ∈ D} ⊆ R; (

∪
D) holds by the monotonicity of composition.

Suppose (x,X) ∈ R; (
∪
D). Then, by the definition of composition, there exists Y ⊆ A

such that

(x, Y ) ∈ R and ∀y ∈ Y.(y,X) ∈
∪

D .

Since R is finitary, there exists a finite set Y0 ⊆ Y such that

(x, Y0) ∈ R and ∀y ∈ Y0.(y, X) ∈
∪

D .

Thus there exists Py ∈ D such that (y, X) ∈ Py for each y ∈ Y0. Since D is directed

and Y0 is finite, there exists P0 ∈ D such that Py ⊆ P0 for each y ∈ Y0. Therefore

(x,X) ∈ R; P0, and then (x,X) ∈
∪
{R; P | P ∈ D}.

Proposition 2.7. Let R be a finitary up-closed multirelation. Then

R∗ =
∪
n≥0

ϕn
R(0) ,

where ϕ0
R is the identity mapping and ϕn+1

R = ϕR ◦ ϕn
R.
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Proof. Since R∗ is the least fixed point of ϕR, it is sufficient to show that ϕR is con-

tinuous, that is, ∪
{ϕR(P ) | P ∈ D} = ϕR(

∪
D)

for each directed subset D of UMRf (A).
∪
{ϕR(P ) | P ∈ D} ⊆ ϕR(

∪
D) holds by the

monotonicity of ϕR. On the other hand, it is obvious that

1 ⊆
∪
{ϕR(P ) | P ∈ D} and∪

{R; P | P ∈ D} ⊆
∪
{ϕR(P ) | P ∈ D}

by the definition of ϕR. Also, R; (
∪

D) =
∪
{R; P | P ∈ D} holds by Lemma 2.4.

Therefore it holds that ϕR(
∪

D) ⊆
∪
{ϕR(P ) | P ∈ D}.

Remark 2.3. The bottom-up construction does not work in the case of UMR(A). Let

N be the set of natural numbers and let ω satisfy

∀n ∈ N.n < ω .

Now consider an up-closed multirelation

R = {(x,X) | y < x =⇒ y ∈ X}

over N ∪ {ω}, which is not finitary. Then
∪

n≥0 ϕn
R(0) is not a fixed point of ϕR since

(ω, ∅) 6∈
∪

n≥0 ϕn
R(0) and (ω, ∅) ∈ ϕR(

∪
n≥0 ϕn

R(0)).

A condition related to the operator ∗ is left to check.

Proposition 2.8. Let P, R ∈ UMRf (A). Then the following implication holds.

P ; (R + 1) ⊆ P =⇒ P ; R∗ ⊆ P

Proof. It will be follow from P ; ϕn
R(0) ⊆ P since

P ; R∗ ⊆ P ; (
∪
n≥0

ϕn
R(0)) =

∪
n≥0

P ; ϕn
R(0) ⊆ P

by Lemma 2.4. Supposing that P ; (R + 1) ⊆ P , we show that P ; ϕn
R(0) ⊆ P by

induction on n. For n = 0 it holds since ϕ0
R is the identity. For n = 1

P ; ϕR(0) = P ; (R; 0 + 1) ⊆ P ; (R + 1) ⊆ P .

Assume that P ; ϕn
R(0) ⊆ P for n ≥ 1. Then we have

P ; ϕn+1
R (0) = P ; (R; ϕn

R(0) + 1)

⊆ P ; (R; ϕn
R(0) + ϕn

R(0))

= P ; (R + 1); ϕn
R(0)

⊆ P ; ϕn
R(0)

⊆ P

since 1 ⊆ R; ϕn−1
R (0) + 1 = ϕn

R(0) for n ≥ 1.
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Remark 2.4. Kozen’s Kleene algebras requires the condition (2.13’)

ab ≤ a =⇒ ab∗ ≤ a

instead of (2.13). The following example shows that the condition (2.13’) need not hold

for finitary up-closed multirelations. Consider the up-closed multirelation R appeared

in Example 2.3. Then R; R ⊆ R since

R; R = {(w,W ) | w ∈ {x, y, z}, {x, z} ⊆ W} ⊆ R .

Also, we have already seen that (y, {z}) ∈ R; (R + 1) in Example 2.3. Since

R; (R + 1) ⊆ R; ϕ2
R(0) ⊆ R; (

∪
n≥0

ϕn
R(0)) = R; R∗ ,

(y, {z}) ∈ R; R∗. But (y, {z}) 6∈ R. So, R; R∗ 6⊆ R in spite of R; R ⊆ R.

We have already shown the following.

Theorem 2.2. A tuple (UMRf (A), +, ; , ∗, 0, 1) is a monodic tree Kleene algebras.

Example 2.1 shows that (UMRf (A), +, ; , ∗, 0, 1) need not be a probabilistic Kleene

algebra.

2.6 Multirelational Model of Probabilistic Kleene

Algebra

It has been shown by [RB06] that the following notion ensures the right zero law.

Definition 2.6. A multirelation R on a set A is called total if (x, ∅) 6∈ R for each

x ∈ A.

Clearly, the null multirelation 0 and the identity 1 are total.

The set of total finitary up-closed multirelations will be denoted by UMR+
f (A).

Then UMR+
f (A) is closed under

∪
,
∧

, ;, and ∗.

Theorem 2.3. A tuple (UMR+
f (A), +, ; , ∗, 0, 1) is a probabilistic Kleene algebra.

(UMR+
f (A), +, ; , ∗, 0, 1) need not be a Kozen’s Kleene algebra. It is induced from

either Example 2.3 or the last remark in which we consider only finitary total up-closed

multirelations.
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Table 2.1: Summary

UMR(A) UMRf (A) UMR+
f (A)

lazy KA? © © ©
monodic tree KA? × © ©
probabilistic KA? × × ©
KA? × × ×

© : Yes

× : Not always

2.7 Summary

This chapter has studied up-closed multirelations carefully. Then we have shown that

classes of up-closed multirelations provides models of three weaker variants of Kleene

algebras:

• the set UMR(A) of up-closed multirelations forms a lazy Kleene algebra,

• the set UMRf (A) of finitary up-closed multirelations forms a monodic tree Kleene

algebra,

• and the set UMR+
f (A) of total finitary up-closed multirelations forms a proba-

bilistic Kleene algebra.

Also we have shown that

• (2.13) need not hold in UMR(A) and

• (2.14) need not hold in UMR(A) nor UMRf (A).

Table 2.1 summarizes the results of this chapter.



Chapter 3

Cube of Lazy Kleene Algebras and

Triangular Prism of Multirelations

In this chapter, we refine and extend the known results that the set of ordinary binary

relations forms a Kleene algebra, the set of up-closed multirelations forms a lazy Kleene

algebra, the set of up-closed finite multirelations forms a monodic tree Kleene algebra,

and the set of total up-closed finite multirelations forms a probabilistic Kleene algebra.

For the refinement, we introduce a notion of type of multirelations. For each of eight

classes of relaxation of Kleene algebra, we give a sufficient condition on type T so that

the set of up-closed multirelations of T belongs to the class. Some of the conditions

are not only sufficient, but also necessary.

3.1 Overview

We study the relationship between the two different research topics. It is known

that the set of ordinary binary relations on a set forms a Kleene algebra. However,

it does not seem that there are enough results about what class of multirelations

forms what relaxation of Kleene algebras. In chapter 2 we show that the set of up-

closed multirelations forms a lazy Kleene algebra, that the set of finitary up-closed

21
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multirelations forms a monodic tree Kleene algebra, and that the set of total finitary

up-closed multirelations forms a probabilistic Kleene algebra. This chapter extends

these results as follows.

First, we define a cube consisting of eight classes of lazy Kleene algebras, by intro-

ducing three axioms (the 0-axiom, the +-axiom, and the D-axiom) on a lazy Kleene

algebra. And also we define a cube consisting of eight classes of complete IL-semirings,

by introducing three conditions (preservation of the right 0, the right +, and all right

directed joins) on a complete IL-semiring. And we obtain a mapping from the second

cube to the first cube, by proving that a complete IL-semiring forms a lazy Kleene

algebra and that preservation of the right 0, the right +, and all right directed joins on

a complete IL-semiring imply the 0-axiom, the +-axiom, and the D-axiom on a lazy

Kleene algebra, respectively. This is a new explanation of the fact that a complete

I-semiring forms a Kleene algebra.

Second, we focus on a notion of multirelations. While a multirelation over a set

A is defined to be a subset of A × ℘(A), this chapter extends this notion. We call a

subfunctor T of the covariant powerset functor ℘ : Set → Set a type where Set is the

category of sets and call a subset of A × T (A) a multirelation of type T over A. And

we give a sufficient condition on T such that the set of up-closed multirelations of T

forms a complete IL-semiring. We call a type satisfying this condition a closed type.

We also define a cube consisting of eight classes of closed types, by introducing three

conditions (total, affine and finite) on a closed type. The cube is actually a triangular

prism, since affineness implies finiteness. We show that a closed type T is total, affine,

and finite if and only if the set of up-closed multirelations of type T over an arbitrary

set A forms a complete IL-semiring preserving the right 0, the right +, and all right

directed joins, respectively.

Combining the above results, we show which type of up-closed multirelations forms

a lazy Kleene algebra satisfying which axiom. The result includes the results for

ordinary binary relations, up-closed multirelations, finitary up-closed multirelations,

and total finitary up-closed multirelations.

This chapter is organized as follows. Section 3.2 shows that the set of up-closed

multirelations forms a complete IL-semiring. In Section 3.3, we show that every com-

plete IL-semiring forms a lazy Kleene algebra. Section 3.4 defines the cube consisting

of eight classes of lazy Kleene algebras. In Section 3.5, we define the cube consisting of
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eight classes of complete IL-semirings and define a mapping from it to the cube of lazy

Kleene algebras. Section 3.6 defines a notion of types, a triangular prism consisting

of six classes of types, and a mapping from it to the cube of complete IL-semirings.

Section 3.7 summarizes this work and future work.

3.2 Multirelational Model of Complete IL-semiring

In this section, we show that the set of up-closed multirelations forms a complete

IL-semiring.

Complete IL-semirings are relaxations of complete I-semirings (or quantales).

Definition 3.1. A complete IL-semiring is a tuple (K, +, 0, ·, 1,
∨

) with the following

properties:

1. (K, +, 0, ·, 1) is an IL-semiring.

2. (K,≤) has the join
∨

S for each subset S of K.

3. (
∨

S) · a =
∨
{x · a|x ∈ S}.

A complete IL-semiring also has the meet (greatest lower bound) for each subset.

We write
∧

S for the meet of subset S.

Example 3.1. For a set A, a tuple (K, +, 0, ·, 1,
∨

) forms a complete IL-semiring

where

• K is the set of all ordinary binary relations over A,

• R + Q is the binary union of R and Q,

• 0 is the empty relation,

• R · Q is the composition of R and Q,

• 1 is the identity (diagonal) relation on A, and

•
∨

is the union operator.

We obtain the following proposition by the proposition 2.1, 2.2, 2.3.

Proposition 3.1. For a set A, a tuple UMR(A) = (K, +, 0, ·, 1,
∨

) forms a complete

IL-semiring where
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• K is the set of all up-closed multirelations over A,

• R + Q is the binary union of R and Q,

• 0 is the empty set,

• (a,X) ∈ R · Q ⇐⇒ ∃Y.(a, Y ) ∈ R and ∀y ∈ Y.(y,X) ∈ Q,

• 1 = {(a,X)|a ∈ X,X ⊆ A}, and

•
∨

is the union operator.

Up-closed multirelations can not be composed in the same way as ordinary binary

relations. The above operation R · Q is called the composition of up-closed multirela-

tions R, Q.

3.3 Complete IL-semirings and Lazy Kleene Alge-

bras

In this section, we show the theorem that a complete IL-semiring forms a lazy Kleene

algebra.

Every complete IL-semiring (K, +, 0, ·, 1,
∨

) satisfies a · b ≤ c ⇐⇒ a ≤ c/b

where c/b =
∨
{x ∈ K |x · b ≤ c} (left residual). Note that (c/b) · b ≤ c holds, since

(c/b) · b ≤ c ⇐⇒ c/b ≤ c/b.

Theorem 3.1. Every complete IL-semiring forms a lazy Kleene algebra. Moreover,

every homomorphism between complete IL-semirings is also a homomorphism between

the induced lazy Kleene algebras.

Proof. Consider a complete IL-semiring (K, +, 0, ·, 1,
∨

). For each a ∈ K, the function

f(x) = 1 + a · x is monotone, since + and · are monotone. By Tarski’s fixed point

theorem, we have

• 1 + a · a∗ ≤ a∗ and

• 1 + a · b ≤ b implies a∗ ≤ b
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where a∗ =
∧
{x|1 + a · x ≤ x}. Therefore, the second property of Definition 2.2 is

satisfied. The third property is satisfied, since

a∗ · b ≤ c ⇐⇒ a∗ ≤ c/b

⇐= 1 + a · (c/b) ≤ c/b

⇐⇒ (1 + a · (c/b)) · b ≤ c

⇐⇒ 1 · b + a · (c/b) · b ≤ c

⇐= b + a · c ≤ c.

Therefore, it is proved that (K, +, 0, ·, 1, ∗) forms a lazy Kleene algebra.

Next, we prove the property about homomorphisms. Let (K, +, 0, ·, 1,
∨

) and

(L, +, 0, ·, 1,
∨

) be complete IL-semirings. Let (K, +, 0, ·, 1, ∗) and (L, +, 0, ·, 1, ∗) be

the induced lazy Kleene algebras. Let f be a function f : K → L preserving +, 0,

·, 1, and
∨

. The following g : L → K is called the right adjoint to f and it satisfies

f(x) ≤ y ⇐⇒ x ≤ g(y).

g(y) =
∨

{x ∈ K | f(x) ≤ y}

Now, f preserves ∗ as follows.

(f(a))∗ ≤ f(a∗) ⇐= 1 + f(a) · f(a∗) ≤ f(a∗)

⇐⇒ f(1 + a · a∗) ≤ f(a∗)

⇐= 1 + a · a∗ ≤ a∗

f(a∗) ≤ (f(a))∗ ⇐⇒ a∗ ≤ g((f(a))∗)

⇐= 1 + a · g((f(a))∗) ≤ g((f(a))∗)

⇐⇒ f(1 + a · g((f(a))∗)) ≤ (f(a))∗

⇐⇒ 1 + f(a) · f(g((f(a))∗)) ≤ (f(a))∗

⇐= 1 + f(a) · (f(a))∗ ≤ (f(a))∗

3.4 Cube of Kleene Algebras

In this section, we define a cube consisting of eight classes of lazy Kleene algebras, by

defining three independent axioms. A lazy Kleene algebra satisfying all of the three

axioms is a Kleene algebra. Therefore, the cube consists of eight classes between lazy

Kleene algebras and Kleene algebras.

Definition 3.2 (Cube of lazy Kleene algebra). A tuple (K, +, 0, ·, 1, ∗) is called a lazy

Kleene algebra satisfying
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• the 0-axiom if a · 0 = 0 for each a ∈ K,

• the +-axiom if a · (b + c) = a · b + a · c for each a, b, c ∈ K, and

• the D-axiom if a · (b + 1) ≤ a implies a · b∗ ≤ a for each a, b ∈ K,

respectively.

The reason why we call the third axiom the D-axiom is that this axiom has a

relationship with directed sets (explained in the next section).

We write LKA for the category whose objects are lazy Kleene algebras and whose

arrows are homomorphisms between them. We write LKA0 for the full subcategory

of LKA whose objects are lazy Kleene algebras satisfying the 0-axiom. Similarly, we

define LKA0,+,D, LKA0,+, and so on. The eight categories and forgetful functors

between them form the cube of Fig. 3.1.

LKA0,+,D

��

//

&&LLLLLLLLLL
LKA0,+

��

$$IIIIIIIII

LKA0,D

��

// LKA0

��

LKA+,D
//

&&MMMMMMMMMM
LKA+

$$JJJJJJJJJJ

LKAD
// LKA

Figure 3.1: The cube of lazy Kleene algebras

Objects of LKAD, LKA0,D, and LKA0,+,D are known as monodic tree Kleene

algebras, probabilistic Kleene algebras, and Kleene algebras, respectively. We obtain

the followings immediately.

Proposition 3.2. A lazy Kleene algebra satisfies the D-axiom if and only if it is a

monodic tree Kleene algebra [TF06]. A lazy Kleene algebra satisfies the 0-axiom and

the D-axiom if and only if it is a probabilistic Kleene algebra [MW05]. A lazy Kleene

algebra satisfies the 0-axiom, the +-axiom, and the D-axiom if and only if it is a Kleene

algebra [Koz94].
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3.5 Cube of Complete IL-Semirings

In this section, we define a cube consisting of eight classes of complete IL-semirings,

by introducing three independent axioms on a complete IL-semiring. We also obtain a

mapping from it to the cube of the previous section, by using Theorem 3.1 and proving

that the three conditions on a complete IL-semiring imply the three axioms on a lazy

Kleene algebra, respectively.

Definition 3.3 (Directed set). A subset S of a lattice is called directed if each finite

subset of S has an upper bound in S.

A directed set always has an element, since a directed set must have an upper

bound of the empty subset.

Definition 3.4 (Cube of complete IL-semiring). A tuple (K, +, 0, ·, 1,
∨

) is called a

complete IL-semiring preserving

• the right 0 if a · 0 = 0 for each a ∈ K,

• the right + if a · (b + c) = a · b + a · c for each a, b, c ∈ K, and

• all right directed joins if a ·
∨

S =
∨
{a · x|x ∈ S} for each a ∈ K and each

directed S ⊆ K,

respectively.

We write CILS for the category whose objects are complete IL-semirings and whose

arrows are homomorphisms between them. We write CILSD for the full subcategory

of CILS whose objects are complete IL-semirings preserving all right directed joins.

Similarly, we define CILS0,+,D, CILS0,+, and so on. The eight categories and forgetful

functors between them form the cube of Fig. 3.2.

Proposition 3.3. A tuple (K, +, 0, ·, 1,
∨

) is a complete I-semiring [Moe04] (or, quan-

tale) if and only if it is a complete IL-semiring preserving the right 0, the right +, and

all right directed joins.

Proof. A complete I-semiring is defined to be a complete IL-semiring satisfying a ·
(
∨

S) =
∨
{a · x|x ∈ S}. Trivially, a complete I-semiring is a complete IL-semiring

preserving the right 0, the right +, and all right directed joins. Conversely, let K

be a complete IL-semiring preserving the right 0, the right +, and all right directed
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CILS0,+,D

��

//

''NNNNNNNNNNN
CILS0,+

��

%%LLLLLLLLLL

CILS0,+

��

// CILS0

��

CILS+,D
//

''NNNNNNNNNNN
CILS+

&&LLLLLLLLLLL

CILSD
// CILS

Figure 3.2: The cube of complete IL-semirings

joins. For an arbitrary subset S of K,
∨

S =
∨
{
∨

X |X ⊆ S, X is finite} and the set

{
∨

X |X ⊆ S, X is finite} is directed. Therefore,

a · (
∨

S) = a · (
∨
{
∨

X |X ⊆ S,X is finite})
=

∨
{a · (

∨
X) |X ⊆ S, X is finite}

=
∨
{
∨
{a · x | x ∈ X} |X ⊆ S,X is finite}

=
∨
{a · x | x ∈ S}.

Theorem 3.2. Every complete IL-semiring C forms a lazy Kleene algebra L. More-

over, the following hold.

1. L satisfies the 0-axiom if and only if C preserves the right 0.

2. L satisfies the +-axiom if and only if C preserves the right +.

3. L satisfies the D-axiom if C preserves all right directed joins.

Proof. Similarly to the proof of Theorem 3.1, we construct L from C. By the con-

struction, the case 1 and the case 2 trivially hold. We show the case 3. Assume that

C preserves all right directed joins. Each function fb(x) = 1 + b · x preserves the join

of an arbitrary directed subset. Therefore, by the fixed point theorem, the least fixed

point b∗ of fb is equal to
∨
{fn

b (0)|n ∈ N}. Assume a · (b + 1) ≤ a. We show that

a · fn
b (0) ≤ a holds for each n ∈ N by induction on n.

(n = 0) a · f 0
b (0) = a · 0 ≤ a · 1 = a.

(n = 1) a · f 1
b (0) = a · (1 + b · 0) ≤ a · (1 + b · 1) ≤ a.
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(n ≥ 2) Note that 1 ≤ 1 + b · fn−2
b (0) = fn−1

b (0). Assume a · fn−1
b (0) ≤ a. Then,

we have
a · fn

b (0) = a · (1 + b · fn−1
b (0))

≤ a · (fn−1
b (0) + b · fn−1

b (0))

≤ a · (1 + b) · fn−1
b (0)

≤ a · fn−1
b (0)

≤ a.

Therefore, we have
∨
{a · fn

b (0)|n ∈ N} ≤ a. Since the set {fn
b (0)|n ∈ N} is directed

and C preserves all right directed joins, we have

a · b∗ = a ·
∨

{fn
b (0)|n ∈ N} =

∨
{a · fn

b (0)|n ∈ N} ≤ a.

In the above theorem, 1 and 2 give necessary and sufficient conditions respectively,

but 3 does not. In fact, all authors do not know whether if L satisfies the D-axiom

then C preserves all right directed joins.

This theorem can be represented by Fig. 3.3. The functor F from CILS to LKA is

given by Theorem 3.1. The other seven functors from the cube of complete IL-semirings

to the cube of lazy Kleene algebras are given by Theorem 3.2. By 1 of Theorem 3.2,

the square consisting of CILS, CILS0, LKA, and LKA0 is not only a commutative

square, but also a pullback square in Cat, that is, an object C of CILS belongs to

CILS0 if and only if F (C) belongs to LKA0. Similarly, every square in Fig. 3.3 is

a pullback square, except for squares consisting of three solid arrows and one dotted

arrow.

3.6 Triangular Prism of Multirelations

In chapter 2, we show that the set of up-closed multirelations forms a lazy Kleene

algebra, that the set of finitary up-closed multirelations forms a monodic tree Kleene

algebra, and that the set of total finitary up-closed multirelations forms a probabilistic

Kleene algebra. To extend these results, in this section, we define a triangular prism

consisting of six classes of multirelations and obtain a mapping from it to the cube of

lazy Kleene algebras.

First, we extend the notion of multirelations.
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LKA0,D
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// LKA0

��

LKA+,D
//

&&MMMMMMMMMM
LKA+

&&MMMMMMMMMMM

LKAD
// LKA

Figure 3.3: The maps from the cube of CILS to the cube of LKA

Definition 3.5 (Typed multirelation). A type T of multirelation is a subfunctor of the

powerset functor ℘ : Set → Set (i.e., T (A) ⊆ ℘(A) for each set A). A multirelation

of type T over A is a subset of A×T (A). A multirelation R of type T over A is called

up-closed if (a,X) ∈ R and X ⊆ Y imply (a, Y ) ∈ R for each a ∈ A, X, Y ∈ T (A).

We give a sufficient condition on a type T such that the set of up-closed multirela-

tions of type T over an arbitrary set A forms a complete IL-semiring. We call a type

satisfying this condition closed.

Definition 3.6 (Closed type). A type T is called closed if for each set A,

1. ∀a ∈ A.{a} ∈ T (A), and

2. if a family {Xi}i∈I of subsets of A satisfies I ∈ T (A) and ∀i ∈ I.Xi ∈ T (A),

then
∪

i∈I Xi ∈ T (A).

Example 3.2. Every submonad of the powerset monad forms a closed type. In fact,

all closed types mentioned in this section are submonads of the powerset monad.
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Proposition 3.4. For an arbitrary set A, a tuple T -UMR(A) = (K, +, 0, ·, 1,
∨

) forms

a complete IL-semiring where

• K is the set of all up-closed multirelations of type T over A,

• R + Q is the binary union of R and Q,

• 0 is the empty set,

• (a,X) ∈ R · Q ⇐⇒ ∃Y ∈ T (A).(a, Y ) ∈ R and ∀y ∈ Y.(y, X) ∈ Q,

• 1 = {(a,X)|a ∈ X, X ∈ T (A)}, and

•
∨

is the union operator,

if and only if T is a closed type or the constant functor to the empty set.

Proof. (⇐=) If T is the constant functor to the empty set, then T -UMR(A) is the

trivial complete IL-semiring.

On the other hand, let T be a closed type. We show R ⊆ 1 · R. If T (A) = ∅,
then R = 0 ⊆ 1 · R. Assume T (A) 6= ∅ and (a,X) ∈ R. By the first condition of

Definition 3.6, we have {a} ∈ T (A). Therefore, (a,X) ∈ 1 · R. Therefore, R ⊆ 1 · R.

Next, we show R · (Q · P ) ⊆ (R · Q) · P . Assume (a,X) ∈ R · (Q · P ). Then, there

exists Y ∈ T (A) such that (a, Y ) ∈ R and ∀y ∈ Y.∃Zy ∈ T (A).(y, Zy) ∈ Q and ∀z ∈
Zy.(z, X) ∈ P . By the second condition of Definition 3.6, we have

∪
y∈Y Zy ∈ T (A).

It satisfies (a,
∪

y∈Y Zy) ∈ R · Q, since (a, Y ) ∈ R and ∀y ∈ Y.(y,
∪

y∈Y Zy) ∈ Q. Since

∀z ∈
∪

y∈Y Zy.(z,X) ∈ P , we have (a,X) ∈ (R·Q)·P . Therefore, R·(Q·P ) ⊆ (R·Q)·P .

The other conditions for complete IL-semirings are easy to prove.

(=⇒) Assume that T is neither a closed type nor the constant functor to the empty

set. There exists a set A which does not satisfy 1 of Definition 3.6 or which does not

satisfy 2 of Definition 3.6. We show that T -UMR(A) does not form a complete IL-

semiring.

• Assume that 1 of Definition 3.6 does not hold. We can take a ∈ A satisfying

{a} 6∈ T (A). Since T is a functor on Set, if T (A) is empty, then T (X) is empty

for each set X, that is, T is the constant functor to the empty set. Therefore,

T (A) is not empty. We can take X ∈ T (A). Let R = {(a, Y )|Y ∈ T (A)}. We

have (a,X) ∈ R but (a, X) 6∈ 1 · R. Therefore, R 6⊆ 1 · R.

• Assume that 2 of Definition 3.6 does not hold. We can take {Xi}i∈I satisfying

I ∈ T (A), ∀i ∈ I.Xi ∈ T (A), and
∪

i∈I Xi 6∈ T (A). If A = ∅ then every
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T (A) ⊆ ℘(A) (i.e., T (A) = ∅ or T (A) = {∅}) satisfies the second condition

of Definition 3.6. Therefore, A is not empty. We can take a ∈ A. Let R =

{(a,X)|X ∈ T (A), I ⊆ X}, Q = {(i,X)|i ∈ I,X ∈ T (A), Xi ⊆ X}, and

P = {(x,X)|x ∈
∪

i∈I Xi, X ∈ T (A)}. Then, we have (a, I) ∈ R · (Q · P ), since

(a, I) ∈ R, ∀i ∈ I.(i,Xi) ∈ Q, and ∀i ∈ I.∀x ∈ Xi.(x, I) ∈ P . But we have

(a, I) 6∈ (R · Q) · P , since (a, I) ∈ (R · Q) · P implies
∪

i∈I Xi ∈ T (A). Therefore,

R · (Q · P ) 6⊆ (R · Q) · P .

By the above proposition, T is not always closed, even if T -UMR(A) forms a com-

plete IL-semiring for an arbitrary set A. However, this is not a problem, since the

trivial complete IL-semiring is not such an important counterexample.

We write |X| for the number of elements of X.

Definition 3.7 (Cube of type of multirelation). A closed type T of multirelations is

called

• total if for an arbitrary set A, A 6= ∅ implies ∅ 6∈ T (A),

• affine if for an arbitrary set A, ∀X ∈ T (A).|X| ≤ 1, and

• finite if for an arbitrary set A, ∀X ∈ T (A).X is finite,

respectively.

We write UMR for the category whose objects are complete IL-semirings T -UMR(A)

for some closed type T and some set A and whose arrows are homomorphisms between

them. We write UMRt for the full subcategory of UMR whose object is a complete IL-

semiring T -UMR(A) for some total closed type T and some set A. Similarly, we write

UMRa for the case of affine closed types and UMRf for the case of finite closed types.

The eight categories and forgetful functors between them form the cube of Fig. 3.4.

Note that UMRa,f = UMRa and UMRt,a,f = UMRt,a since affineness implies finiteness.

Therefore, this cube is actually a triangular prism.

Example 3.3. T (A) = ℘(A) is a closed type. In this case, T -UMR(A) is equal to the

complete IL-semiring UMR(A) consisting of all up-closed multirelations on A (defined

in Proposition 3.1).
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UMRt,a,f

��

%%LLLLLLLLLL
UMRt,a

��

$$JJJJJJJJJ

UMRt,f

��

// UMRt

��

UMRa,f

%%LLLLLLLLLL
UMRa

$$JJJJJJJJJJ

UMRf
// UMR

Figure 3.4: The cube of complete IL-semirings of multirelations

Example 3.4. T (A) = {{a}|a ∈ A} is a closed, total, and affine (and finite) type.

In this case, T -UMR(A) is isomorphic to the complete IL-semiring consisting of all

ordinary binary relations on A (defined in Example 3.1).

We obtain the correspondence between the cube of Fig. 3.4 and the cube of complete

IL-semirings.

Theorem 3.3. Let T be a closed type. T -UMR(A) forms a complete IL-semiring for

each A. Moreover, the following hold.

1. T -UMR(A) preserves the right 0 for each A if and only if T is total,

2. T -UMR(A) preserves the right + for each A if and only if T is affine, and

3. T -UMR(A) preserves all right directed joins for each A if and only if T is finite.

Proof. 1. (⇐=) Assume that T is total. If A = ∅, then R · 0 = 0 · 0 = 0. If A 6= ∅,
then R · 0 = {(a,X) |X ∈ T (A), (a, ∅) ∈ R} = 0.

(=⇒) Conversely, assume that T is not total. Let R be A × T (A). There exists

a set A satisfying A 6= ∅ and ∅ ∈ T (A). There exists a ∈ A such that (a, ∅) ∈ R.

Therefore, R · 0 = {(a,X) |X ∈ T (A), (a, ∅) ∈ R} 6= 0.

2. (⇐=) Assume that T is affine. R · Q + R · P ⊆ R · (Q + P ) holds trivially. We

show R · (Q+P ) ⊆ R ·Q+R ·P . Let (a,X) be an element of R · (Q+P ). We can

take Y ∈ T (A) such that (a, Y ) ∈ R and ∀y ∈ Y.(y,X) ∈ Q+P . If |Y | = 0, then

(a, ∅) ∈ R. Therefore, (a, X) ∈ R · Q ⊆ R · Q + R · P . If |Y | = 1, then Y = {y}
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and (y, X) ∈ Q+P . Moreover, if (y,X) ∈ Q, then (a,X) ∈ R ·Q ⊆ R ·Q+R ·P .

If (y,X) ∈ P , then (a,X) ∈ R · P ⊆ R · Q + R · P .

(=⇒) Conversely, assume that T is not affine. Take a set A and X ∈ T (A)

satisfying 2 ≤ |X|, and take a ∈ X. Let R = {(a, Y )|X ⊆ Y, Y ∈ T (A)},
Q = {(a, Y )|a ∈ Y, Y ∈ T (A)}, and P =

∪
y∈X\{a}{(y, Y )|y ∈ Y, Y ∈ T (A)}.

Then, (a,X) ∈ R · (Q + P ) but (a,X) 6∈ R ·Q + R ·P . Therefore, R · (Q + P ) 6⊆
R · Q + R · P .

3. (⇐=) Assume that T is finite. Let D be a directed subset of T -UMR(A). For

each R ∈ T -UMR(A),
∨
{R · Q |Q ∈ D} ⊆ R ·

∨
D holds trivially. We show

R ·
∨

D ⊆
∨
{R · Q |Q ∈ D}. Let (a,X) be an element of R ·

∨
D. We can take

Y ∈ T (A) such that (a, Y ) ∈ R and ∀y ∈ Y.∃Qy ∈ D.(y,X) ∈ Qy. Since Y is

finite and D is directed, there exists P ∈ D such that ∀y ∈ Y.Qy ⊆ P . Therefore,

(a,X) ∈ R · P ⊆
∨
{R · Q |Q ∈ D}.

(=⇒) Conversely, assume that T is not finite. There exist a set A and an infinite

set X satisfying X ∈ T (A). Let Rx = {(x, Y )|X ⊆ Y, Y ∈ T (A)} for each

x ∈ X. Let D = {
∪

x∈I Rx | I ⊆ X, I is finite}. Then, D is directed. Take

a ∈ X. We have (a,X) ∈ Ra ·
∨

D but (a,X) 6∈
∨
{Ra · Q|Q ∈ D}. Therefore,

Ra ·
∨

D 6⊆
∨
{Ra · Q|Q ∈ D}.

This theorem can be represented by Fig. 3.5. The functor G from UMR to CILS is

given by Proposition 3.4. The other seven functors are given by Theorem 3.3. Every

square in Fig. 3.5 is a pullback square.

As a corollary of Theorem 3.2 and Theorem 3.3, we get the mapping from the cube

of complete IL-semirings consisting of up-closed typed multirelations to the cube of

lazy Kleene algebras. The case 1 and the case 2 of this corollary give necessary and

sufficient conditions, since the case 1 and the case 2 of Theorem 3.2 do so.

Corollary 3.1. Let T be a closed type. T -UMR(A) forms a lazy Kleene algebra for

each A. Moreover, the following hold.

1. T -UMR(A) satisfies the 0-axiom for each A if and only if T is total,

2. T -UMR(A) satisfies the +-axiom for each A if and only if T is affine, and

3. T -UMR(A) satisfies the D-axiom for each A if T is finite.
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Figure 3.5: The maps from the cube of UMR to the cube of CILS

This corollary includes many results about multirelational models of lazy Kleene

algebras.

Example 3.5. T (A) = ℘(A) is a closed type. In this case, T -UMR(A) is a lazy

Kleene algebra. Therefore, the set of up-closed multirelations over A forms a lazy

Kleene algebra.

Example 3.6. T (A) = {X ⊆ A |X is finite} is a closed type. Since this type T is

finite, T -UMR(A) is a monodic tree Kleene algebra.

Example 3.7. T (A) = {X ⊆ A |X is finite and non-empty} is a closed type. Since

this type T is total and finite, T -UMR(A) is a probabilistic Kleene algebra.

Example 3.8. T (A) = {{a} | a ∈ A} is a closed type. Since this type T is total,

affine, and finite, T -UMR(A) is a Kleene algebra, Therefore, the set of ordinary binary

relations over A forms a Kleene algebra.

Example 3.9. We compare the notion of finitary up-closed multirelations with the

notion of up-closed multirelations of type T (A) = {X ⊆ A |X is finite}. A finitary up-

closed multirelation is not always an up-closed multirelation of this type T over A, since
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the former may include (a, X) for an infinite X, but the latter must not. Conversely, an

up-closed multirelation of type T over A is not always a finitary up-closed multirelation.

However, the set of finitary up-closed multirelations forms a complete IL-semiring and

it is isomorphic to T -UMR(A) as a complete IL-semiring [TNF08b]. The isomorphism

maps a finitary up-closed multirelation R to {(a,X) ∈ R |X is finite} and an up-

closed multirelation R of type T over A to {(a,X) ∈ A × ℘(A) | ∃Y ⊆ X.(a, Y ) ∈ R}.
Therefore, the set of finitary up-closed multirelations also forms a lazy Kleene algebra

satisfying the D-axiom.

Example 3.10. T (A) = {X ⊆ A |X is non-empty} is a closed type. Since this type

T is total, T -UMR(A) is a lazy Kleene algebra satisfying the 0-axiom.

Example 3.11. T (A) = {∅} ∪ {{a} | a ∈ A} is a closed type. Since this type T is

affine, T -UMR(A) is a lazy Kleene algebra satisfying the +-axiom.

3.7 Summary

We studied the relationship between relaxations of Kleene algebras and classes of

multirelations.

We extended the notion of multirelations by introducing types of multirelations.

For each of eight classes of relaxation of Kleene algebra, we gave a sufficient condition

on type T such that the set of up-closed multirelations of type T belongs to the class.

In particular, the affineness condition and the totality condition of a type are not only

sufficient, but also necessary.

This chapter includes the result that the set of ordinary binary relations forms a

Kleene algebra, the set of up-closed multirelations forms a lazy Kleene algebra, the

set of up-closed finite multirelations forms a monodic tree Kleene algebra, and the set

of total up-closed finite multirelations forms a probabilistic Kleene algebra. The cube

consisting of eight conditions of type of multirelation is actually a triangular prism. It

is strange but interesting.



Chapter 4

Another Multirelational Model of

Complete IL-semiring

In this chapter we study an another multirelational model of complete IL-semirings.

We introduce bottomed multirelations given by Weber and McIver [MW05, Web08] as

abstract probabilistic programs. And then we show that the set of bottomed multire-

lations forms complete IL-semiring.

4.1 Overview

Previously, Weber et al [MW05, Web08] studied the relationship between the model

of probabilistic systems and its abstract model which consists of (not up-closed) mul-

tirelations. In [MW05, Web08] they introduce a multirelational model of probabilistic

Kleene algebra under the name of abstract probabilistic programs. And they show

that this model and probabilistic Kleene algebra are useful for the counterexamples

search for equalities in the model of probabilistic systems. Specifically they proved

that satisfiability of inequalities on the set of probabilistic programs is preserved on

the set of abstract probabilistic programs in terms of probabilistic Kleene algebra. In

this chapter, we introduce the abstract model given by Weber [Web08] in the name of

37
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bottomed multirelation and study the basic properties of them. Then we prove that

it forms complete IL-semiring preserving all right directed join and the right zero.

This chapter is organized as follows. In section 4.2 we introduce the definition

of bottomed multirelation and study the operators on the set of bottomed multirela-

tions. Section 4.3 show a multirelational model of complete IL-semiring consisting of

bottomed multirelations.

4.2 Bottomed Multirelation

We treat multirelations in the form of subsets of A⊥ × ℘+(A⊥) instead of A × ℘(A),

where a special state ⊥ is assumed to be not in A, ℘+(A) is the set of all non-empty

subsets of A and A⊥ is A ∪ {⊥}.
First we introduce unusual order on ℘+(A⊥).

Definition 4.1. For a set A, let X,Y be two non-empty subsets of A⊥. Then the order

vA on ℘+(A⊥) is defined by

X vAY ⇐⇒ X = Y ∨ [⊥ ∈ X ∧ X ⊆ Y ∪ {⊥}] .

We provide examples of ordered sets with respect to this order for the better un-

derstanding.

Example 4.1. Let A1 be a singleton set {x}, and A2 a set {x, y}. Figure 4.1 contains

the diagrams for two ordered sets, ℘+(A⊥
1 ) and ℘+(A⊥

2 ).

{x}

{x,⊥}

{⊥}

{x} {x, y} {y}

{x, y,⊥}

rrrrrrrrrr

KKKKKKKKKK

{x,⊥}

LLLLLLLLLL
{y,⊥}

ssssssssss

{⊥}

℘+(A⊥
1 ) ℘+(A⊥

2 )

Figure 4.1: The diagrams for two ordered sets



4.2. Bottomed Multirelation 39

Definition 4.2. A subset R of A⊥ × ℘+(A⊥) satisfying

(⊥, X) ∈ R ⇐⇒ X = {⊥}

is called a bottomed multirelation over a set A.

Next we introduce some restrictions for bottomed multirelations.

Definition 4.3. A bottomed multirelation R ⊆ A⊥ × ℘+(A⊥) is called

- ⊥-included if for each a ∈ A⊥, (a, {⊥}) ∈ R.

- down-closed if for each a ∈ A⊥, X, Y ∈ ℘+(A⊥),

(a,X) ∈ R ∧ Y vAX =⇒ (a, Y ) ∈ R .

- union-closed if for each a ∈ A⊥, X,Y ∈ ℘+(A⊥),

(a, X), (a, Y ) ∈ R =⇒ (a,X ∪ Y ) ∈ R ,

- finite if for each a ∈ A⊥, X ∈ ℘+(A⊥),

(a,X) ∈ R =⇒ X is finite .

We denote bMR(A) for the set of all ⊥-included, down- and union-closed, finite and

bottomed multirelations over a set A.

We prove that bMR(A) forms complete IL-semiring preserving the right 0 and all

right directed join.

First, we think the least element and the arbitrary join on bMR(A). The least

element 0 on bMR(A) is given by

0 := {(a, {⊥}) | a ∈ A⊥} .

We have the following lemma.

Lemma 4.1. For each subset χ of bMR(A), the union
∪

χ is ⊥-included, down-closed

and finite.

Proof. Let χ be a subset of bMR(A).
∪

χ is ⊥-included obviously. If (a,X) ∈
∪

χ

then there exists Q ∈ χ such that (a, X) ∈ Q. Then X is finite because Qis finite. In

addition if Y vAX then we have (a, Y ) ∈
∪

χ since Q is down-closed. Therefore
∪

χ

is finite and down-closed.
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However, P ∪ Q need not be union-closed for each P, Q ∈ bMR(A).

Example 4.2. Let A be a set {x, y} and P,Q ∈ bMR(A) as follows:

P = 0 ∪ {(x, {y,⊥}), (y, {x,⊥})} ,

Q = 0 ∪ {(x, {x,⊥}), (y, {y,⊥})} .

Then (x, {x, y,⊥}) 6∈ P ∪ Q though (x, {y,⊥}), (x, {x,⊥}) ∈ P ∪Q. Therefore P ∪Q

is not union-closed.

We introduce the union-closure to construct the binary join on bMR(A).

Definition 4.4 (Union-closure). For a bottomed multirelation R ∈ bMR(A), the union

closure Hu(R) of R is defined by

Hu(R) =

{
(a,

∪
i∈I

Xi) | a ∈ A⊥ ∧ I ∈ ℘f (A
⊥) ∧ ∀i ∈ I.(a, Xi) ∈ R

}
.

where ℘f (A
⊥) is the set of all finite subsets of A⊥.

Hu(R) is the smallest union-closed set containing R ∈ bMR(A).

Remark 4.1. Hu is a closure operator on bMR(A).

We obtain the following lemma immediately.

Lemma 4.2. For a bottomed multirelation R ∈ bMR(A), Hu(R) is finite (resp. ⊥-

included ).

Lemma 4.3. For a bottomed multirelation R ∈ bMR(A), Hu(R) is down-closed.

Proof. Let R ∈ bMR(A) be down-closed. And assume that (a, Y ) ∈ Hu(R) and

Z vAY . Then there exists I ∈ ℘f (A
⊥) and ∀i ∈ I.(a,Xi) ∈ R, and Y =

∪
i∈IXi.

In the case of Z = Y , obviously (a, Z) ∈ Hu(R). Suppose that Z 6= Y . Then ⊥ ∈ Z

and Z ⊆
∪

i∈IXi ∪ {⊥}, that is, for each x ∈ Z\{⊥} there exists ix ∈ I such that

x ∈ Xix . We have (a, {x,⊥}) ∈ R for each x ∈ Z\{⊥} since {x,⊥} vA Xix and R is

down-closed. Therefore (a, Z) = (a,
∪

x∈Z\{⊥}{x,⊥}) ∈ Hu(R).

For each subset χ of bMR(A), the join
∨

χ is given by as follows.∨
χ := Hu(

∪
χ)



4.2. Bottomed Multirelation 41

Especially, we denotes P + Q for the binary join of P, Q ∈ bMR(A). The operator +

is monotone, i.e.,

P ⊆ P ′ ∧ Q ⊆ Q′ =⇒ P + Q ⊆ P ′ + Q′

for P, P ′, Q, Q′ ∈ bMR(A). We immediately obtain that 0 ⊆ P , P = 0 + P , P + Q =

Q + P , and P + P = P for each P, Q ∈ bMR(A).

Lemma 4.4. The operator + is associative, that is

(P + Q) + R = P + (Q + R)

for P, Q, R ∈ bMR(A).

Proof. Suppose P, Q,R ∈ bMR(A). (P + Q) + R = P + (Q + R) is sufficient to show

that (P + Q) + R ⊆ P + (Q + R) since + is commutative. P + Q ⊆ P + (Q + R) and

R ⊆ P + (Q + R) hold since + is monotone. Therefore P + (Q + R) is upper bound

of P + Q and R. We have (P + Q) + R = Hu((P + Q) ∪ R) ⊆ P + (Q + R) by the

definition of Hu.

Therefore the following property holds.

Proposition 4.1. (bMR(A), +, 0) is a idempotent commutative monoid.

For P, Q ∈ bMR(A), the composition P ; Q is defined as follows.

(a,X) ∈ P ; Q

⇐⇒ ∃Y ∈ ℘(A⊥). [(a, Y ) ∈ P ∧ ∀y ∈ Y. ∃Xy ∈ ℘(A⊥).(y, Xy) ∈ Q ∧ X =
∪

y∈Y

Xy].

Lemma 4.5. bMR(A) is closed under the composition ;.

Proof. Suppose P,Q ∈ bMR(A). We show that P ; Q ∈ bMR(A).

First we prove that P ; Q is ⊥-included. We immediately have (a, {⊥}) ∈ P ; Q since

(a, {⊥}) ∈ P and (⊥, {⊥}) ∈ Q for each a ∈ A.

Next, we prove that P ; Q is down-closed. Suppose (a,X) ∈ P ; Q and Z vAX then

there exists Y ∈ ℘(A⊥) such that (a, Y ) ∈ P and (y, Xy) ∈ Q for each y ∈ Y and

X =
∪

y∈Y Xy. In the case of Z = X, obviously (a, Z) ∈ P ; Q. Suppose that Z 6= X.

Then ⊥ ∈ Z and Z ⊆
∪

y∈Y Xy ∪ {⊥}, that is, for each x ∈ Z\{⊥} there exists yx ∈ Y

such that x ∈ Xyx . We have (yx, {x,⊥}) ∈ Q for each x ∈ Z\{⊥} since {x,⊥} vAXyx

and Q is down-closed. Let Y ′ := {yx | x ∈ Z\{⊥}} ∪ {⊥}. Then we have (a, Y ′) ∈ P
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since Y ′ vA Y and P is down-closed. Let Xyx := {x,⊥} Then we have (yx, Xyx) ∈ Q

for each yx ∈ Y ′. Therefore

(a,
∪

yx∈Y

Xyx) = (a, Z) ∈ P ; Q .

Finally, we prove that P ; Q is union-closed. Assume that (a,X), (a,X ′) ∈ P ; Q.

Then there exists Y, Y ′ ∈ ℘(A⊥) such that (a, Y ), (a, Y ′) ∈ P and there exists

Xy ∈ ℘(A⊥) for each y ∈ Y such that (y,Xy) ∈ Q for each y ∈ Y and

X =
∪
y∈Y

Xy .

And also there exists X ′
y ∈ ℘(A⊥) for each y ∈ Y ′ such that (y, X ′

y) ∈ Q for each

y ∈ Y ′ and

X ′ =
∪

y∈Y ′

X ′
y .

We obtain that (a, Y ∪ Y ′) ∈ P and (y, Xy ∪ X ′
y) ∈ Q for each y ∈ Y ∪ Y ′ since P

and Q are union-closed — note that Xy = ∅ for y ∈ Y ′\Y and X ′
y = ∅ for y ∈ Y \Y ′.

In addition, we have

(a,X ∪ X ′) = (a, (
∪
y∈Y

Xy) ∪ (
∪

y∈Y ′

X ′
y)) = (a,

∪
y∈Y ∪Y ′

(Xy ∪ X ′
y)) ∈ P ; Q .

Therefore P ; Q is union-closed.

The composition operator is monotone, that is, preserves the inclusion.

Lemma 4.6. The composition operator ; is associative, that is

(P ; Q); R = P ; (Q; R)

for P, Q,R ∈ bMR(A).

Proof. First, we show that (P ; Q); R ⊆ P ; (Q; R) holds. Let (a,X) ∈ ((P ; Q); R).

Then there exists Y ∈ ℘(A⊥) such that (a, Y ) ∈ P ; Q and (y, Xy) ∈ R for each y ∈ Y

and X =
∪

y∈Y Xy. And there exists Z ∈ ℘(A⊥) such that (a, Z) ∈ P and (z, Yz) ∈ Q

for each z ∈ Z and Y =
∪

z∈ZYz. Then we have (a, Z) ∈ P and (z,
∪

y∈Yz
Xy) ∈ Q; R.

Therefore

X =
∪

{Xy | y ∈
∪

z∈Z
Yz} =

∪
z∈Z

∪
y∈Yz

Xy ∈ (P ; (Q; R))(a) .
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Conversely, if (a,X) ∈ P ; (Q; R), then there exists Z ∈ ℘(A⊥) such that (a, Z) ∈ P

and (z, Xz) ∈ Q; R for each z ∈ Z and X =
∪

z∈ZXz. And there exists Yz ∈ ℘(A⊥)

such that (z, Yz) ∈ Q and (y, Xy
z ) ∈ R for each y ∈ Yz and Xz =

∪
y∈Yz

Xy
z . Note that

X =
∪
z∈Z

∪
y∈Yz

Xy
z =

∪{∪
z∈Z

Xy
z | y ∈

∪
z∈Z

Yz

}
.

We have (y,
∪

z∈ZXy
z ) ∈ R, since Z is finite and R is union-closed. Then we obtain

(a,
∪

z∈ZYz) ∈ P ; Q. And then we have (a,
∪{∪

z∈ZXy
z | y ∈

∪
z∈ZYz

}
) ∈ (P ; Q); R.

We discuss the zero element and the composition.

Proposition 4.2. Let R ∈ bMR(A). 0; R = 0 and R; 0 = 0．

Proof. We already have 0 ⊆ 0; R and 0 ⊆ R; 0 because we already have proved that

0; R, R; 0 are ⊥-included in the lemma 4.2. If (a,X) ∈ 0; R then there exists Y ∈ ℘(A⊥)

such that (a, Y ) ∈ 0 and (y,Xy) ∈ R for each y ∈ Y and X =
∪

y∈Y Xy. Then X = {⊥}
since Y = {⊥}.

If (a, X) ∈ 0; R, then there exists Y ∈ ℘(A⊥) such that (a, Y ) ∈ 0 and (y, Xy) ∈ R

for each y ∈ Y and X =
∪

y∈Y Xy. Then X = {⊥} since Y = {⊥}.
Finally we show that R; 0 ⊆ 0. If (a, X) ∈ R; 0, then there exists Y ∈ ℘(A⊥) such

that (a, Y ) ∈ R and (y, Xy) ∈ 0 for each y ∈ Y and X =
∪

y∈Y Xy. Then X is {⊥}.

The identity 1 ∈ bMR(A) is defined by

1 := {(a,X) | a ∈ A,X vA {a}}

Lemma 4.7. The identity satisfies the unit law, that is

1; R = R and R; 1 = R

for each R ∈ bMR(A).

Proof. First, we prove that 1; R = R. If (a,X) ∈ 1; R then there exists Y ∈ ℘(A⊥) such

that (a, Y ) ∈ 1 and (y,Xy) ∈ R for each y ∈ Y and X =
∪

y∈Y Xy. It is satisfied that

Y is equal to {⊥}, {a,⊥}, or {a}. In the case of Y = {⊥}, we have X = {⊥}. That’s

why obviously (a, {⊥}) ∈ R. Assume that Y = {a}, we have X =
∪

y∈Y Xy = Xa. And

then (a,X) = (a,Xa) ∈ R. In the case of Y = {a,⊥}, we have (a,Xa), (⊥, {⊥}) ∈ R,

and X = Xa ∪ {⊥}. Then X vAXa, so we have (a,X) ∈ R since R is down-closed.
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Conversely, suppose (a,X) ∈ R. Since (a, {a}) ∈ 1 we obtain (a,X) ∈ 1; R imme-

diately.

Next we show that R; 1 = R. Suppose (a, h) ∈ R; 1. Y ∈ ℘(A⊥) such that

(a, Y ) ∈ R and (y, Xy) ∈ 1 for each y ∈ Y and X =
∪

y∈Y Xy. By the definition of the

identity, we have Xy vA {y} for each y ∈ Y . Then X =
∪

y∈Y Xy vA Y . Therefore

(a,X) ∈ R since R is down-closed.

Conversely, assume (a, X) ∈ R. Since (x, {x}) ∈ 1 for each x ∈ X, we have

(a,X) = (a,
∪

x∈X{x}) ∈ R; 1.

Lemma 4.6 and 4.7 show the following property.

Proposition 4.3. A tuple (bMR(A), ; , 1) is a monoid.

Next, we consider the left distributivity.

Proposition 4.4. Let χ be a subset of bMR(A). Then

(
∨

χ); R =
∨

Q∈χ
Q; R

for each R ∈ bMR(A).

Proof. Obviously, it is satisfied
∨

Q∈χQ; R ⊆ (
∨

χ); R by the monotonicity of the

composition ;. We show that (
∨

χ); R ⊆
∨

Q∈χQ; R. If (a,X) ∈ (
∨

χ); R then there

exists Y ∈ ℘(A⊥) such that (a, Y ) ∈
∨

χ and there exists Xy ⊆ A⊥ such that (y, Xy) ∈
R for each y ∈ Y and X =

∪
y∈Y Xy. Also, there exists I ∈ ℘f (A

⊥) and Yi ∈ ℘(A⊥)

for each i ∈ I such that (a, Yi) ∈
∪

χ and Y =
∪

i∈IYi. Then there exists Qi ∈ χ

satisfying (a, Yi) ∈ Qi for each i ∈ I. We have (a,
∪

y∈Yi
Xy) ∈ Qi; R since (a, Yi) ∈ Qi

and (y, Xy) ∈ R for each y ∈ Yi. Therefore we have

X =
∪
y∈Y

Xy =
∪{

Xy | y ∈
∪
i∈I

Yi

}
=
∪
i∈I

∪
y∈Yi

Xy ∈

(∨
Q∈χ

Q; R

)
(a) .

Then we have (P + Q); R = P ; R + Q; R for P, Q, R ∈ bMR(A) obviously.

4.3 Another Multirelational Model of Complete IL-

semiring

We have already shown that a tuple (bMR(A), +, ; , 0, 1,
∨

) is a complete IL-semiring

preserving the right zero by the proposition 4.1, 4.2, 4.3 and 4.4. Additionally, this

complete IL-semiring also preserves all right directed joins.
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Lemma 4.8. If χ ⊆ bMR(A) is directed，
∪

Q∈χQ is union-closed.

Proof. Assume that χ ⊆ (A) is directed. We show that (a,X), (a,X ′) ∈
∪

Q∈χQ

implies (a,X ∪ X ′) ∈
∪

Q∈χQ. If (a,X), (a,X ′) ∈
∪

Q∈χQ then there exists P, P ′ ∈ χ

such that (a,X) ∈ P , (a,X ′) ∈ P ′. Since χ is directed, there exists R ∈ χ such that

P ⊆ R，P ′ ⊆ R. Therefore (a,X ∪X ′) ∈ R ⊆
∪

Q∈χQ since (a,X), (a, X ′) ∈ R and R

is union-closed.

By Proposition 4.1, 4.8, if χ ⊆ bMR(A) is directed，
∪

Q∈χQ is ⊥-included finite

down- and union-closed. The fact indicates that the directed join
∨

χ of χ ⊆ bMR(A)

is given by ∨
χ =

∪
Q∈χ

Q .

Proposition 4.5. Let χ be a directed subset of bMR(A). Then

R;
(∨

χ
)

=
∨
Q∈χ

R; Q

for each R ∈ bMR(A).

Proof. Obviously, it is satisfied
∨

Q∈χR; Q ⊆ R; (
∨

χ) by the monotonicity of the

composition ;. We show that R; (
∨

χ) ⊆
∨

Q∈χR; Q.

Assume that (a,X) ∈ R; (
∨

χ). Then there exists Y ∈ ℘(A⊥) such that (a, Y ) ∈ R.

And also there exists Xy ∈ ℘(A⊥) for each y ∈ Y such that (y, Xy) ∈
∨

χ and

X =
∪

y∈Y Xy．Since χ is directed, for each y ∈ Y , (y, Xy) ∈
∨

χ =
∪

Q∈χQ, that is,

there exists Qy ∈ χ satisfying (y, Xy) ∈ Qy for y ∈ Y . Since {Qy | y ∈ Y } is finite and

χ is directed, there exists P ∈ χ satisfying Qy ⊆ P for y ∈ Y . Then we have

(a,X) = (a,
∪
y∈Y

Xy) ∈ R; P ⊆
∪
Q∈χ

R; Q .

Therefore (a,X) ∈
∨

Q∈χR; Q．

Finally we obtain the following.

Theorem 4.1. A tuple (bMR(A), +, ; , 0, 1,
∨

) is a complete IL-semiring preserving

the right zero and all right directed join.

However, P ; (Q + R) = P ; Q + P ; R need not hold for P,Q, R ∈ bMR(A).
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Example 4.3. Consider two bottomed multirelations,

R′ = 0 ∪ {(a,W ) | a ∈ A,W vA {x, y}}
Q′ = 0 ∪ {(x,W ) | W vA {y}} ∪ {(y, W ) | W vA {x}}

on bMR({x, y}). Since (x, {x, y}) ∈ R′ and (x, {y}), (y, {y}) ∈ Q′ + 1,

(x, {y}) ∈ R′; (Q′ + 1).

But we have

(x,X) ∈ R′; Q′ + R′; 1 =⇒ X vA {x, y} .

Therefore (x, {y}) 6∈ R′; Q′ + R′; 1.

4.4 Summary

This chapter has discussed bottomed multirelations which are abstract probabilistic

programs introduced by Weber and McIver [MW05, Web08]. And we have studied

the basic properties of bottomed multirelations, especially the operators of them, and

then we have proved that the set of ⊥-included finite down- and union-closed bottomed

multirelations forms a complete IL-semiring preserving the right 0 and all directed join.

And we also have shown that a counter example of the right distributivity.



Chapter 5

Probabilistic Models of Complete

IL-semiring

This chapter studies basic properties of probabilistic multirelations which are gener-

alized the semantic domain of probabilistic systems and then shows that the set of

probabilistic multirelations forms a complete IL-semiring.

5.1 Overview

In this chapter we generalize a semantics of probabilistic distributed systems. McIver

et al [MCC06], [MW05] introduced a notion of probabilistic programs in the form of

subsets of (A∪{>})×D1(A∪{>}) where > is a special state assumed to be not in A

and D1(A) is the set of all probabilistic distributions over a set A. And they proved that

the set of all probabilistic programs forms a probabilistic Kleene algebra, with three

restrictions called up-closed, convex-closed and Cauchy-closed. Actually probabilistic

programs in the form of subsets of (A∪{>})×D1(A∪{>}) can be translated to subsets

of A × D(A) where D(A) is the set of all probabilistic sub-distributions. We use this

simple form and introduce a notion of probabilistic multirelations and study basic

properties of them. And then we show that the set of all finitary 0-included down- and

47
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convex-closed probabilistic multirelations forms a complete IL-semiring preserving all

right directed join and the right 0 — of course, it forms a probabilistic Kleene algebra.

Additionally we also show that the set of left-total D1 convex-closed probabilistic

multirelations forms a complete IL-semiring preserving the right 0.

This chapter is organized as follows. Section 5.2 provides basic notions which will

appear in this chapter. In section 5.3 we introduce the definition and basic properties

of probabilistic multirelation. Section 5.4 provides a probabilistic model of complete

IL-semirings, using finitary 0-included down- and convex-closed probabilistic multirela-

tions. Finally we provide probabilistic model of complete IL-semirings, using left-total

and D1 convex-closed probabilistic multirelations in section 5.5.

5.2 Preliminaries

A probabilistic sub-distribution over a set A is a mapping d from a set A to the interval

[0, 1] such that
∑
a∈A

d(a) ≤ 1. We denote D(A) for the set of all probabilistic sub-

distributions over A. Also a probabilistic sub-distribution d over a set A is simply

called probabilistic distribution if d satisfies
∑
a∈A

d(a) = 1. We denote D1(A) for the set

of all probabilistic distributions over A.

For d ∈ D(A), the support of d is defined by

supp(d) := {s ∈ A | d(s) > 0}

If supp(d) is finite, we call that d is finitary. And Df (A) denotes the set of all finitary

probabilistic distributions.

The order vD on D(A) is defined by d vD d′ ⇐⇒ ∀a ∈ A. d(a) ≤ d′(a) for each

d, d′ ∈ D(A).

We write δx and 0 for the point distribution at x ∈ A and the zero distribution.

The point distribution δx at x ∈ A is defined by

δx(a) :=

{
1 (a = x)
0 (a 6= x)

,

and the zero distribution 0 is defined by ∀a ∈ A. 0(a) = 0. For p ∈ [0, 1] and

distribution d, we write p ·d for the p-weighted distribution of d, defined by (p ·d)(a) =

p · d(a). Also for p ∈ [0, 1] and distributions d, d′ ∈ D(A), we write d p⊕ d′ for the
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p-weighted sum of d and d′, defined by

(d p⊕ d′)(a) = p · d(a) + (1 − p) · d′(a) .

5.3 Probabilistic Multirelation

The ordinary binary multirelation over a set A is defined as a subset of A×℘(A), but

the probabilistic multirelation is defined by D(A) instead of ℘(A).

Definition 5.1. A probabilistic multirelation over a set A is a subset of A ×D(A).

For each probabilistic multirelation R over A and a ∈ A, we denote R(a) for

{d ∈ D(A) | (a, d) ∈ R}.
Next we introduce a fundamental restriction for probabilistic multirelations.

Definition 5.2 (Convex closed). A probabilistic multirelation R over a set A is called

convex closed if for each a ∈ A, d, d′ ∈ D(A) and p ∈ [0, 1],

(a, d), (a, d′) ∈ R =⇒ (a, d p⊕ d′) ∈ R .

pMR(A) denotes a set of all convex-closed probabilistic multirelations. The partial

order on pMR(A) is the inclusion ⊆ on sets.

Next, we introduce three restrictions, finitary, 0-included and down-closed for prob-

abilistic multirelations, and then we show that the probabilistic model forms a complete

IL-semiring. The model which appear here is the laxer one of McIver-Morgan’s model

for probabilistic systems.

Definition 5.3. A probabilistic multirelation R ∈ pMR(A) is called

- finitary if for each a ∈ A, R(a) ⊆ Df (A).

- 0-included if for each a ∈ A, (a,0) ∈ R.

- down-closed if for each a ∈ A, d, d′ ∈ D(A),

(a, d) ∈ R ∧ d′ vD d =⇒ (a, d′) ∈ R .
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We denote pMR0,d,f (A) for the set of all finitary 0-included down- and convex-closed

probabilistic multirelations over a set A.

We prove that pMR0,d,f (A) forms complete IL-semiring preserving the right 0 and

all right directed join. First, we think the arbitrary join and the least element on

pMR0,d,f (A). We have the following lemma.

Lemma 5.1. For each subset χ of pMR0,d,f (A), the union
∪

χ is finitary, 0-included

and down-closed.

Proof. Let χ be a subset of pMR0,d,f (A).
∪

χ is finitary and 0-included obviously. If

(a, d) ∈
∪

χ and d′ vD d, then there exists Q ∈ χ such that (a, d) ∈ Q. We have

(a, d′) ∈ Q since Q is down-closed. Therefore (a, d′) ∈ Q ⊆
∪

χ.

However, P ∪ Q need not be convex-closed for each P,Q ∈ pMR0,d,f (A).

Example 5.1. Let A be a set {x, y} and P,Q ∈ pMR0,d,f (A) as follows:

P = {(a, d) ∈ A ×Df (A) | d vD δx} ,

Q = {(a, d) ∈ A ×Df (A) | d vD δy} .

P and Q are finitary, 0-included, down-, and convex-closed. Then (x, δx 1
2
⊕δy) 6∈ P ∪ Q

though (x, δx), (x, δy) ∈ P ∪ Q. Therefore P ∪ Q is not convex-closed.

We introduce the convex hull to construct the binary join on pMR0,d,f (A).

Definition 5.4 (Convex hull). For a probabilistic multirelation R ∈ pMR(A), the

convex hull Hc(R) of R is defined by{
(a,

∑
i∈I

d(i) · F (i)) ∈ A ×D(A) | I ∈ ℘f (A), d ∈ D1(I), F : I → R(a)

}
.

where ℘f (A) is the set of all finite subsets of A.

Hc(R) is the smallest convex-closed set containing R ∈ pMR(A).

Remark 5.1. Hc is a closure operator on pMR(A).

We obtain the followings immediately.

Lemma 5.2. If a probabilistic multirelation R ∈ pMR(A) is finitary (resp. 0-included),

then Hc(R) is finitary (resp. 0-included).
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Lemma 5.3. If a probabilistic multirelation R ∈ pMR(A) is down-closed, then Hc(R)

is down-closed.

Proof. Let R ∈ pMR(A) be down-closed. And assume that (a, h) ∈ Hc(R) and h′ vD h.

Then there exists I ∈ ℘(A), d ∈ D1(I), and F : I → R(a) satisfying h =
∑
i∈I

d(i) · F (i).

We take F ′ : I → R(a) as follows

F (i)(a) =


d′(a)

d(a)
F (i)(a) (d(a) > 0)

0 (d(a) = 0)

Therefore d′ =
∑
i∈I

d(i) · F ′(i) ∈ Hc(R).

For each subset χ of pMR0,d,f (A), the join
∨

χ is given by as follows.∨
χ := Hc

(∪
χ
)

Especially, we denotes P + Q for the binary join of P, Q ∈ pMR0,d,f (A). The operator

+ is monotone, i.e.,

P ⊆ P ′ ∧ Q ⊆ Q′ =⇒ P + Q ⊆ P ′ + Q′

for P, P ′, Q, Q′ ∈ pMR0,d,f (A).

The least element 0 on pMR0,d,f (A) is given by

0 := {(a,0) | a ∈ A} .

We immediately obtain that 0 ⊆ P , P = 0 + P , P + Q = Q + P , and P + P = P for

each P, Q ∈ pMR0,d,f (A).

Lemma 5.4. The operator + is associative, that is

(P + Q) + R = P + (Q + R)

for P, Q, R ∈ pMR0,d,f (A).

The proof of the above is similar to Lemma 4.4.

Therefore the following property holds.

Proposition 5.1. (pMR0,d,f (A), +, 0 ) is a idempotent commutative monoid.
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For P, Q ∈ pMR0,d,f (A), let the composition P · Q be a set(a,
∑

u∈supp(d)

d(u) · F (u)) | (a, d) ∈ P, F : supp(d) → D(A) s.t. F v Q


where F v Q

def⇐⇒ ∀u ∈ supp(d). (u, F (u)) ∈ Q.

Lemma 5.5. pMR0,d,f (A) is closed under the composition ·.

Proof. Suppose P, Q ∈ pMR0,d,f (A). We show that P · Q ∈ pMR0,d,f (A).

First we prove that P · Q is 0-included. We have (a,0) ∈ P for each a ∈ A. Let

F : A → D(A) be a mapping such that F (u) = 0 for each u ∈ A. Then F v Q holds.

Therefore

(a,0) = (a,
∑
u∈A

0(u) · F (u)) ∈ P · Q .

We prove that P · Q is finitary. If (a, h) ∈ P · Q then there exists d ∈ P (a) and

F : A → D(A) satisfying (u, F (u)) ∈ Q for each u ∈ A and h =
∑
u∈A

d(u) · F (u). Since

supp(h) =
∪

u∈supp(d)

supp(F (u))

and supp(d) and supp(F (u)) are finites sets, then supp(h) is finite.

Next, we prove that P ·Q is down-closed. Suppose (a, h) ∈ P ·Q and h′ vD h then

there exists d ∈ P (a) and F : A → D(A) satisfying (u, F (u)) ∈ Q for each u ∈ A and

h =
∑
u∈A

d(u) · F (u). We take F ′ : A → D(A) as follows

F ′(u)(a) =


d′(a)

d(a)
· F (u)(a) (a ∈ supp(d))

0 (a 6∈ supp(d))

Since d′ vD d, for each u ∈ A F ′(u) vD F (u) holds. So we obtain that ∀u ∈
A. (u, F ′(u)) ∈ Q by the fact that Q is down-closed. Therefore

(a, d′) = (a,
∑
u∈A

d′′(u) · F ′(u)) ∈ P · Q .

P · Q is down-closed.

Finally, we prove that P · Q is convex closed. Suppose that h, h′ ∈ (P ; Q)(a). Then

there exists d, d′ ∈ P (a), and F, F ′ : supp(d) → D(A) such that d =
∑

u∈supp(d)

d(u) ·F (u),
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d′ =
∑

u∈supp(d)

d′(u) · F ′(u). Let p ∈ [0, 1]. Then for some s ∈ A,

(h p⊕ h′)(s) = p ·
∑

u∈supp(d)

d(u) · F (u)(s) + (1 − p) ·
∑

u∈supp(d′)

d′(u) · F ′(u)(s)

=
∑

u∈supp(d p⊕d′)

p · d(u) · F (u)(t) + (1 − p) · d′(u) · F ′(u)(s) .

For u ∈ A, let F ′′ : supp(d p⊕ d′) → D(A) be a mapping such that

F ′′(u) = F (u) q(u)⊕ F ′(u)

where q(u) =
p · f(u)

p · f(u) + (1 − p) · f ′(u)
. Since Q is convex-closed, we have F ′′ v Q.

(h p⊕ h′)(s) =
∑
u∈A

(d p⊕ d′)(u) · F ′′(u)(s)

holds. And we have d p⊕ d′ ∈ P (s) since P is convex-closed. Therefore P · Q is

convex-closed.

The composition operator is monotone, i.e.,

P ⊆ P ′ ∧ Q ⊆ Q′ =⇒ P · Q ⊆ P ′ · Q′

for P, P ′, Q, Q′ ∈ pMR0,d,f (A).

Lemma 5.6. The composition operator · is associative, that is

(P · Q) · R = P · (Q · R)

for P, Q, R ∈ pMR0,d,f (A).

Proof. For (P · Q) · R = P · (Q · R) it is sufficient to prove ((P · Q) · R)(a) = (P ·
(Q · R))(a) for each a ∈ A. First, we show that the inclusion ((P · Q) · R)(a) ⊆
(P · (Q · R))(a) holds. Let h ∈ ((P · Q) · R)(a). Then there exists d ∈ (P · Q)(a) and

F : supp(d) → D(A) satisfying ∀u ∈ A. (u, F (u)) ∈ R and h =
∑

u∈supp(d)

d(u) · F (u)

holds. Also, since d ∈ (P · Q)(a), there exists d′ ∈ P (a) and F ′ : supp(d′) → D(A)

such that ∀t ∈ supp(d′).(t, F ′(t)) ∈ Q, and d =
∑

t∈supp(d′)

d′(t) · F ′(t) holds. Then
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supp(d) =
∪
{supp(F ′(t)) | t ∈ supp(d′)}. We have

h =
∑

u∈supp(d)

d(u) · F (u)

=
∑

u∈supp(d)

( ∑
t∈supp(d′)

d′(t) · F ′(t)

)
(u) · F (u)

=
∑

u∈supp(d)

∑
t∈supp(d′)

(d′(t) · F ′(t)(u) · F (u))

=
∑

t∈supp(d′)

∑
u∈supp(d)

(d′(t) · F ′(t)(u) · F (u))

=
∑

t∈supp(d′)

d′(t) ·

( ∑
u∈supp(d)

F ′(t)(u) · F (u)

)

=
∑

t∈supp(d′)

d′(t) ·

( ∑
u∈
∪

s∈supp(d′)supp(F ′(s))

F ′(t)(u) · F (u)

)

=
∑

t∈supp(d′)

d′(t) ·

( ∑
u∈supp(F ′(t))

F ′(t)(u) · F (u)

)
=

∑
t∈supp(d′)

d′(t) · F ′′(t)

where

F ′′(t) =
∑

u∈supp(F ′(t))

F ′(t)(u) · F (u) .

Since F ′′(t) ∈ (Q · R)(t) for each t ∈ supp(d′), we have h ∈ (P · (Q · R))(a).

Conversely, if h ∈ (P · (Q · R))(a), then there exists d ∈ P (a) and F : supp(d) →
D(A) satisfying F (u) ∈ (Q · R)(u) for each u ∈ supp(d) and h =

∑
u∈supp(d)

d(u) · F (u).

In addition, for each u ∈ supp(d), there exists eu ∈ Q(u) and Gu : supp(eu) → D(A)

satisfying Gu(t) ∈ R(t) for each t ∈ supp(eu) and F (u) =
∑

t∈supp(eu)

eu(t) · Gu(t). Then

0 ∈ R(t) for each t ∈ A since R is 0-included. Let J be a set as follows:

J :=
∪

{supp(eu) | u ∈ supp(d)} .

Also, for u ∈ supp(d) let G′
u : J → D(A) be as follows:

G′
u(t) :=

{
Gu(t) (t ∈ supp(eu))

0 (t 6∈ supp(eu)) .
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We have

h =
∑

u∈supp(d)

d(u) · F (u)

=
∑

u∈supp(d)

d(u) ·

( ∑
t∈supp(eu)

eu(t) · Gu(t)

)

=
∑

u∈supp(d)

d(u) ·
(∑

t∈J

eu(t) · G′
u(t)

)
=

∑
u∈supp(d)

∑
t∈J

(d(u) · eu(t) · G′
u(t))

=
∑
t∈J

∑
u∈supp(d)

(d(u) · eu(t) · G′
u(t))

=
∑
t∈J

( ∑
u∈supp(d)

d(u) eu(t)

)
·
∑

u∈supp(d)

 d(u) · eu(t)∑
u∈supp(d)

d(u) · eu(t)
· G′

u(t)




Let G : J → D(A)

G(t) :=
∑

u∈supp(d)

 d(u) · eu(t)∑
u∈supp(d)

d(u) · eu(t)
· G′

u(t)

 .

Then we have G(t) ∈ R(t) for each t ∈ J since
∑

u∈supp(d)

d(u) · eu(t)∑
u∈supp(d)

d(u) · eu(t)
= 1, supp(d)

is finite and R(t) is convex-closed. Let

d′(t) :=
∑

u∈supp(d)

d(u) · eu(t) ,

then it holds that d′ ∈ (P · Q)(a) and supp(d′) = J . Therefore

h =
∑

t∈supp(d′)

d′(t) · G(t) ∈ ((P · Q) · R)(a) .

Proposition 5.2. Let R ∈ pMR0,d,f (A). 0 · R = 0 and R · 0 = 0．

Proof. We already have 0 ⊆ 0 ·R and 0 ⊆ R · 0 because we already have proved that

0 · R and R · 0 are 0-included in the lemma 5.5. If (a, h) ∈ 0 · R, then there exists
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d ∈ 0 (a) and F : supp(d) → D(A) such that h =
∑

u∈supp(d)

d(u) · F (u). Since d = 0 by

the definition of 0 , we have

h =
∑
u∈A

0(u) · F (u) = 0

Therefore (a, h) = (a,0) ∈ 0 . Finally we show that R · 0 ⊆ 0 . If (a, h) ∈ R · 0 ,

then there exists d ∈ R(a) and F : supp(d) → D(A) such that h =
∑

u∈supp(d)

d(u) ·

F (u) and ∀u ∈ A. (u, F (u)) ∈ 0 . Actually, h =
∑
u∈A

d(u) · 0 = 0 ∈ 0(a).

The identity 1 ∈ pMR0 ,d ,f (A) is defined by

1 := {(a, d) | a ∈ A, d vD δa} .

Lemma 5.7. The identity satisfies the unit law, that is

1 · R = R and R · 1 = R

for each R ∈ pMR0,d,f (A).

Proof. First, we prove that 1 · R = R. If (a, h) ∈ 1 · R then there exist d ∈ 1 (a) and

F : A → D(A) such that h =
∑

u∈supp(d)

d(u) · F (u) and F v R . Since the definition of

1 , we have

h =
∑

u∈supp(d)

d(u) · F (u)

= d(a) · F (a) .

So we have (a, F (a)) ∈ R and h vD F (a). Therefore (a, h) ∈ R since R is down-closed.

Conversely, suppose (a, h) ∈ R. If we take F : supp(h) → D(A) such that

F (u) =

{
h (u = a)

0 (u 6= a) .

Then we have

(a, h) = (a,
∑

u∈{a}

δa(u) · F (u)) ∈ 1 · R .

Next we show that R·1 = R. Suppose (a, h) ∈ R·1 . Then there exists d ∈ R(a) and

F : supp(d) → D(A) such that h =
∑

u∈supp(d)

d(u) · F (u) and F v 1 . By the definition

of the identity, we have F (u) vD δu for each u ∈ supp(d) and

h =
∑

u∈supp(d)

d(u) · F (u) vD
∑

u∈supp(d)

d(u) · δu = d .
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Therefore (a, h) ∈ R since R is down-closed.

Conversely, assume (a, h) ∈ R. If we take F : supp(d) → D(A) such that F (u) = δu

for each u ∈ supp(d), then

(a, h) = (a,
∑

u∈supp(d)

h(u) · F (u)) ∈ R · 1 .

Lemma 5.6 and 5.7 show the following property.

Proposition 5.3. A tuple (pMR0,d,f (A), ·, 1 ) is a monoid.

Next, we consider the left distributivity.

Proposition 5.4. Let χ be a subset of pMR0,d,f (A). Then

(
∨

χ) · R =
∨
Q∈χ

Q · R

for each R ∈ pMR0,d,f (A).

Proof. Obviously, it is satisfied
∨

Q∈χQ · R ⊆ (
∨

χ) · R by the monotonicity of the

composition ·. We show that (
∨

χ) · R ⊆
∨

Q∈χQ · R. If (a, h) ∈ (
∨

χ) · R then there

exists d ∈ (
∨

χ)(a) and F : supp(d) → D(A) such that h =
∑

u∈supp(d)

d(u) · F (u) and

F v R. Also, there exists I ∈ ℘f (A)，d′ ∈ D1(I), and F ′ : I → (
∪

χ) (a) such that

d =
∑
i∈I

d′(i) · F ′(i). So, we have

h =
∑

u∈supp(d)

d(u) · F (u)

=
∑

u∈supp(d)

(∑
i∈I

d′(i) · F ′(i)

)
(u) · F (u)

=
∑

u∈supp(d)

∑
i∈I

(d′(i) · F ′(i)(u) · F (u))

=
∑
i∈I

∑
u∈supp(d)

(d′(i) · F ′(i)(u) · F (u))

=
∑
i∈I

d′(i) ·

( ∑
u∈supp(d)

F ′(i)(u) · F (u)

)

=
∑
i∈I

d′(i) ·

 ∑
u∈

∪
t∈supp(d′)

supp(F ′(i))

F ′(i)(u) · F (u)


=

∑
i∈I

d′(i) ·

( ∑
u∈supp(F ′(i))

F ′(i)(u) · F (u)

)
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Therefore (a, h) ∈
∨

Q∈χQ · R because for each i ∈ I,

∑
u∈supp(F ′(i))

F ′(i)(u) · F (u) ∈

(∪
Q∈χ

Q · R

)
(a) .

Also we have (P + Q) · R = P · R + Q · R for P,Q, R ∈ pMR0,d,f (A).

5.4 Probabilistic Model of Complete IL-semiring

We have already shown that a tuple (pMR0,d,f (A), +, ·, 0 , 1 ,
∨

) is a complete IL-

semiring preserving the right 0 by Proposition 5.1, 5.2, 5.3 and 5.4. Additionally,

it also preserves all right directed joins.

Lemma 5.8. If χ ⊆ pMR0,d,f (A) is directed，
∪

Q∈χQ is convex-closed.

Proof. Assume that χ ⊆ (A) is directed, p ∈ [0, 1]. We show that (a, d), (a, d′) ∈∪
Q∈χQ implies (a, d p⊕ d′) ∈

∪
Q∈χQ. If (a, d), (a, d′) ∈

∪
Q∈χQ then there exists

P, P ′ ∈ χ such that (a, d) ∈ P , (a, d′) ∈ P ′. Since χ is directed, there exists R ∈ χ

such that P ⊆ R，P ′ ⊆ R. Therefore (a, d p⊕ d′) ∈ R ⊆
∪

Q∈χQ since d, d ∈ R(s) and

R is convex-closed.

By Proposition 5.1, 5.8, if χ ⊆ pMR0,d,f (A) is directed,
∪

Q∈χQ is 0-included

finitary down- and convex-closed. The fact indicates that the directed join
∨

χ of

χ ⊆ pMR0,d,f (A) is given by (∨
χ
)

(a) =
∪
Q∈χ

Q(a) .

Proposition 5.5. Let χ be a directed subset of pMR0,d,f (A). Then

R ·
(∨

χ
)

=
∨
Q∈χ

R · Q

for each R ∈ pMR0,d,f (A).

Proof. Obviously, it is satisfied
∨

Q∈χR · Q ⊆ R · (
∨

χ) by the monotonicity of the

composition ·. We show that R · (
∨

χ) ⊆
∨

Q∈χR · Q.
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Assume that (a, h) ∈ R; (
∨

χ).Then there exists d ∈ R(a), F v
∨

χ such that

h =
∑

u∈supp(d)

d(u) · F (u)．Since χ is directed, for each u ∈ A,

F (u) ∈
(∨

χ
)

(u) =
∪
Q∈χ

Q(u) ,

that is, there exists Qu ∈ χ satisfying F v Qu for u ∈ A. Since {Qu | u ∈ supp(d)} is

finite and χ is directed, there exists P ∈ χ satisfying Qu ⊆ R for u ∈ supp(d) . Then

we have

h =
∑

u∈supp(d)

d(u) · F (u) ∈ R; P (a) ⊆

(∪
Q∈χ

)
R; Q(a) .

Therefore (a, h) ∈
∨

Q∈χ R; Q．

Finally we proved that

Theorem 5.1. A tuple (pMR0,d,f (A), +, ·, 0 , 1 ,
∨

) is a complete IL-semiring preserving

all right directed joins and the right 0.

The following example shows that

P · Q + P · R = P · (Q + R)

need not hold for P,Q, R ∈ pMR0,d,f (A).

Example 5.2. Let A be a set {x, y}, and P, Q ∈ pMR0,d,f (A) be as follows.

P =
{
(a, d) | a ∈ A ∧ ∀u ∈ A.d(u) ≤ 1

2

}
Q = {(a, d) | d(a) = 0}

Then, we have (x, δx) ∈ P ; (Q + 1 ) because

δx = 1
2
· δx + 1

2
· δx

= d(x) · δx + d(y) · δx

and δx ∈ (Q + 1 )(u) for each u ∈ A. On the other hand, we have P · Q + P · 1 = P

since P · Q ⊆ P and P · 1 = P . Therefore (x, δx) 6∈ P = P · Q + P · 1 .
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5.5 Another Probabilistic Model of Complete IL-

semiring

The previous probabilistic model of complete idempotent left semirings preserves all

right directed join and the right 0. In this section, we study a probabilistic model of

complete idempotent left semiring preserving the right 0 and show that this model

need not preserve all directed join.

We treat only the subsets of A×D1(A) as probabilistic multirelations in this section.

pMR1(A) denotes the set of all probabilistic multirelations in the form of the subsets

of A ×D1(A). The partial order on pMR1(A) is the inclusion relation ⊆.

Definition 5.5 (Left-total). R ∈ pMR(A) is called left-total if

R 6= ∅ =⇒ ∀a ∈ A. R(a) 6= ∅ .

Definition 5.6 (D1-convex closed). R ∈ pMR1(A) is called D1-convex closed if for

each a ∈ A, d ∈ D1(A), and F : A → R(a),∑
u∈A

d(u) · F (u) ∈ R(a)

We denote pMRt,1(A) for a set of all left-total and D1-convex closed probabilistic

multirelations over a set A.

We prove that pMRt,1(A) forms complete idempotent left semiring preserving the

right 0.

First, we think the arbitrary join and the least element on pMRt,1(A). P ∪Q need

not be D1 convex closed for each P,Q ∈ pMRt,1(A).

Example 5.3. Let A be a set {x, y} and P,Q ∈ pMRt,1(A) be as follows:

P = {(a, δx) | a ∈ A} ,

Q = {(a, δy) | a ∈ A} .

Then (P ∪ Q)(x) = {δx, δy}. Assume that d ∈ D1(A) satisfies d(x) = d(y) =
1

2
and

F : A → (P ∪ Q)(x) satisfies F (x) = δx, F (y) = δy, then(∑
i∈A

d(i) · F (i)

)
(x) = d(x) δx(x) + d(y) δy(x) =

1

2
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Similarly，
(∑

i∈A

d(i) · F (i)

)
(y) =

1

2
. Therefore

∑
i∈A

d(i) · F (i) 6∈ (P ∪ Q)(x) .

We define the D1 convex hull to construct the join on pMRt,1(A).

Definition 5.7 (D1 convex hull). For R ∈ pMR1(A), let H1(R) be a set{
(a,

∑
u∈A

d(u) · F (u)) | a ∈ A, d ∈ D1(A), F : A → R(a)

}
.

Hc(R) is the smallest D1 convex closed set containing R ∈ pMR1(A).

Remark 5.2. Hc is a closure operator on pMR1(A).

The operator Hc preserves left-totality.

Lemma 5.9. If R ∈ pMR1(A) is left-total, then Hc(R) is left-total.

Proof. Assume Hc(R) 6= ∅. There exists a ∈ A, d ∈ D1(A), and F : A → R(a)

satisfying

(a,
∑
u∈A

d(u) · F (u)) ∈ Hc(R) .

Then R 6= ∅ because (a, F (u)) ∈ R for each u ∈ A. Since R is left-total, there exists

da ∈ D1(A) such that (a, da) ∈ R for each a ∈ A. Therefore Hc(R) is left-total since

(a, da) ∈ R ⊆ Hc(R).

For each subset χ of pMRt,1(A), the arbitrary join
∨

χ is given by as follows.∨
χ := Hc

(∪
χ
)

Especially, we write P + Q for the binary join of P, Q ∈ pMRt,1(A).

The operator + is monotone, i.e.,

P ⊆ P ′ ∧ Q ⊆ Q′ =⇒ P + Q ⊆ P ′ + Q′

for P, P ′, Q, Q′ ∈ pMRt,1(A).

The least element on pMRt,1(A) is the emptyset. The emptyset as a probabilistic

multirelation will be denoted by 0 . We obtain that 0 ⊆ P , P = 0 +P , P +Q = Q+P ,

and P + P = P for P,Q ∈ pMRt,1(A) obviously.
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Lemma 5.10. The operator + is associative, that is

(P + Q) + R = P + (Q + R)

for P, Q,R ∈ pMRt,1(A).

Proof. Suppose P,Q, R ∈ pMRt,1(A). (P + Q) + R = P + (Q + R) is sufficient to show

that (P + Q) + R ⊆ P + (Q + R) since + is commutative. P + Q ⊆ P + (Q + R)

and R ⊆ Q + R ⊆ P + (Q + R) hold since + is monotone. Therefore P + (Q + R)

is a arbitrarily convex closed set containing P + Q and R. We have (P + Q) + R =

Hc((P + Q) ∪ R) ⊆ P + (Q + R) by the definition of Hc.

Therefore the following property holds.

Proposition 5.6. (pMRt,1(A), +, 0 ) is a idempotent commutative monoid.

The composition P · Q of P,Q ∈ pMRt,1(A) is defined as follows:{
(a,

∑
u∈A

d(u) · F (u)) | a ∈ A, d ∈ P (a), F : A → D(A) s.t. F vQ

}

where F vQ ⇐⇒ ∀u ∈ A.(u, F (u)) ∈ Q.

Lemma 5.11. pMRt,1(A) is closed under the composition ·.

Proof. We show that P · Q ∈ pMRt,1(A) for each P, Q ∈ pMRt,1(A).

First we prove that P ·Q is left-total. If P ·Q 6= ∅ then there exists (a, h) ∈ P ·Q.

By the definition of the composition, there exists d ∈ P (a) and F : A → D1(A) such

that

h =
∑
u∈A

d(u) · F (u)

and F v Q. We obviously have P is not empty by d ∈ P (a). Since P is left-total,

for each a ∈ A there exists da ∈ P (a). We also obtain that Q is not empty, because

F : A → D1(A) satisfies F vQ. Therefore Q satisfies that for each u ∈ A there exists

fu ∈ D1(A) such that (u, fu) ∈ Q since Q is also left-total. It holds that

(a,
∑
u∈A

da(u) · fu) ∈ P · Q .

for each a ∈ A. Therefore P · Q is left-total.



5.5. Another Probabilistic Model of Complete IL-semiring 63

Finally, we prove that P · Q is D1 convex closed. Suppose d ∈ D1(A) and F : A →
(P · Q)(a). We show that ∑

i∈A

d(i) · F (i) ∈ (P · Q)(a) .

By the assumption, for each i ∈ A there exists ei ∈ P (a) and Gi : A → D1(A) satisfying

Gi vQ and F (i) =
∑
u∈A

ei(u) · Gi(u). Then we have

∑
i∈A

d(i) · F (i) =
∑
i∈A

d(i) ·

(∑
u∈A

ei(u) · Gi(u)

)
=

∑
i∈A

∑
u∈A

(d(i) ei(u) · Gi(u))

=
∑
u∈A

∑
i∈A

(d(i) ei(b) · Gi(u))

=
∑
u∈A

(∑
i∈A

d(i) ei(u)

)
·
∑
i∈A

d(i) ei(u)∑
i∈A

d(i) ei(u)
· Gi(u)


=

∑
u∈A

d′(u) · G(u)

where

d′ =
∑
i∈A

d(i) · ei and G(u) =
∑
i∈A

d(i) · ei(u)∑
i∈A

(d(i) · ei(u))
· Gi(u) .

It holds that (a, d′) ∈ P since P is D1 convex closed. And also we have G vQ since Q

is D1 convex closed. Therefore we obtain
∑
i∈A

d(i) · F (i) ∈ (P · Q)(a).

The composition operator is monotone, i.e.,

P ⊆ P ′ ∧ Q ⊆ Q′ =⇒ P · Q ⊆ P ′ · Q′

for P, P ′, Q, Q′ ∈ pMRt,1(A).

Lemma 5.12. The composition operator · is associative, that is

(P · Q) · R = P · (Q · R)

for P, Q, R ∈ pMRt,1(A).
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Proof. First, we show that (P ·Q) ·R ⊆ P · (Q ·R) holds. Suppose (a, h) ∈ (P ·Q) ·R.

Then there exists d ∈ (P ·Q)(a) and F : A → D1(A) such that F vR and h =
∑
u∈A

d(u)·

F (u) holds. Also since d ∈ (P ·Q)(a), there exists d′ ∈ P (a) and F ′ : A → D1(A) such

that F ′ vQ, and d =
∑
t∈A

d′(t) · F ′(t) holds. We have

h =
∑
u∈A

d(u) · F (u)

=
∑
u∈A

(∑
t∈A

d′(t) · F ′(t)

)
(u) · F (u)

=
∑
u∈A

∑
t∈A

(d′(t) · F ′(t)(u) · F (u))

=
∑
t∈A

∑
u∈A

(d′(t) · F ′(t)(u) · F (u))

=
∑
t∈A

d′(t) ·

(∑
u∈A

F ′(t)(u) · F (u)

)
=

∑
t∈A

d′(t) · F ′′(t)

where

F ′′(t) =
∑
u∈A

F ′(t)(u) · F (u).

Since F ′′ vQ · R, we have (a, h) ∈ P · (Q · R).

Conversely, if (a, h) ∈ P · (Q · R), then there exists d ∈ P (a) and F : A → D1(A)

satisfying F vQ · R and h =
∑
u∈A

d(u) · F (u). In addition, for each u ∈ A, there exists

eu ∈ Q(u) and Gu : A → D1(A) satisfying Gu vR and F (u) =
∑
t∈A

eu(t) · Gu(t). Then

there exists ft ∈ R(t) for each t ∈ A since R is non-empty and left-total. We have

h =
∑
u∈A

d(u) · F (u)

=
∑
u∈A

d(u) ·

(∑
t∈A

eu(t) · Gu(t)

)
=

∑
u∈A

∑
t∈A

(d(u) · eu(t) · Gu(t))

=
∑
t∈A

∑
u∈A

(d(u) · eu(t) · Gu(t))

=
∑
t∈A

(∑
u∈A

d(u) · eu(t)

)
·
∑
u∈A

 d(u) · eu(t)∑
u∈A

d(u) · eu(t)
· Gu(t)


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Let

d′ :=
∑
u∈A

d(u) · eu and G(t) :=
∑
u∈A

 d(u) · eu(t)∑
u∈A

d(u) · eu(t)
· Gu(t)

 .

It is satisfied that G′
u v R. Since R(t) is D1 convex-closed, we have G v R. Also it

holds that d′ ∈ (P · Q)(a). Therefore

h =
∑
t∈A

d′(t) · G(t) ∈ ((P · Q) · R)(a) .

Lemma 5.13. Let R ∈ pMRt,1(A). 0 · R = 0．

Proof. By the definition of 0 , 0 ⊆ 0 · R holds obviously.

Conversely, we show that 0 · R = ∅. We have 0 (a) = ∅ since 0 = ∅. Assume

(a, h) ∈ 0 · R. Then there exists d ∈ 0 (a). However it contradicts the fact that

0 (a) = ∅.

Lemma 5.14. Let R ∈ pMRt,1(A). R · 0 = 0．

Proof. By the definition of 0 , 0 ⊆ R · 0 holds obviously.

Conversely, we show that R · 0 = ∅. If (a, h) ∈ R · 0 , then there exists d ∈ R(a)

and F : A → D1(A) such that F v 0 and h =
∑
u∈A

d(u) · F (u). However it contradicts

the fact that 0 = ∅.

The identity 1 ∈ pMRt ,1 (A) is defined by

1 := {(a, δa) | a ∈ A} .

Lemma 5.15. The identity satisfies the unit law, that is

1 · R = R and R · 1 = R

for each R ∈ pMRt,1(A).

Proof. First, we prove that 1 · R = R. If (a, h) ∈ 1 · R then there exist d ∈ 1 (a) and

F : A → D1(A) such that F v R and h =
∑
u∈A

d(u) · F (u). By the definition of the

identity, we have

h =
∑
u∈A

d(u) · F (u)

=
∑
u∈A

δa(u) · F (u)

= F (a) .
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Therefore (a, h) = (a, F (a)) ∈ R since F vR. Conversely, suppose (a, h) ∈ R. Then

there exists fu ∈ R(u) for each u ∈ A because R is left-total. Let F : A → D1(A) as

follows:

F (u) =

 h (u = a)

fu (u 6= a)

Then we have

(a, h) = (a, F (a)) = (a,
∑
u∈A

δa(u) · F (u)) ∈ 1 · R .

Next we show that R · 1 = R. Assume (a, h) ∈ R. Let F : A → D1(A) be a mapping

satisfying F (u) = δu for each u ∈ A. Then

(a, h) = (a,
∑
u∈A

h(u) · F (u)) ∈ R · 1 .

Conversely, assume that (a, h) ∈ R · 1 . Then there exists d ∈ R(a) and F : A → D1(A)

such that

h =
∑
u∈A

d(u) · F (u)

and F v 1 . By the definition of the identity, we have

(a, h) = (a,
∑
u∈A

d(u) · δu) = (a, d) ∈ R

Lemma 5.12 and 5.15 show the following property.

Proposition 5.7. A tuple (pMRt,1(A), ·, 1 ) is a monoid.

Next, we consider the left distributivity.

Lemma 5.16. Let χ is a subset of pMRt,1(A), then

(
∨

χ) · R =
∨
Q∈χ

Q · R

for each R ∈ pMRt,1(A).
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Proof. Obviously, it is satisfied
∨

Q∈χQ · R ⊆ (
∨

χ) · R by the monotonicity of the

composition. We show that (
∨

χ) · R ⊆
∨

Q∈χQ · R. Assume that (a, h) ∈ (
∨

χ) · R.

If R = 0, then (
∨

χ) · 0 = 0 ⊆
∨

Q∈χQ · R. Suppose that R 6= 0. Then there exists

d ∈ (
∨

χ)(a) and F : A → D(A) satisfying F vR and h =
∑
u∈A

d(u) ·F (u). In addition,

there exists d′ ∈ D1(A), and F ′ : A → (
∪

χ) (a) such that d =
∑
i∈A

d′(i) · F ′(i). So, we

have

h =
∑
u∈A

d(u) · F (u)

=
∑
u∈A

(∑
i∈A

d′(i) · F ′(i)

)
(u) · F (u)

=
∑
u∈A

∑
i∈A

(d′(i) · F ′(i)(u) · F (u))

=
∑
i∈A

∑
u∈A

(d′(i) · F ′(i)(u) · F (u))

=
∑
i∈A

d′(i) ·

(∑
u∈A

F ′(i)(u) · F (u)

)

Let G : A →
(∪

Q∈χQ · R
)

(a) as G(i) :=
∑
u∈A

F ′(i)(u) · F (u). Therefore

h =
∑
i∈A

d′(i) · G(i) ∈
∨
Q∈χ

Q · R .

Also we have (P + Q) · R = P · R + Q · R for P,Q, R ∈ pMRt(A). Therefore, we

obtain the following property.

Proposition 5.8. A tuple (pMRt(A), +, ·, 0 , 1 ) is an idempotent left semiring.

pMRt(A) forms a complete idempotent left semiring. In addition, we have the

following theorem by the lemma 5.14.

Theorem 5.2. A tuple (pMRt(A), +, ·, 0 , 1 ,
∨

) is a complete idempotent left semi-ring

preserving the right 0.
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The following example shows that

P · Q + P · R = P · (Q + R)

need not hold for P, Q,R ∈ pMRt,1(A).

Example 5.4. Let A be a set {x, y}, and P,Q ∈ pMRt,1(A) be as follows.

P =

{
(a, d) | a ∈ A ∧ d(x) = d(y) =

1

2

}
Q = {(x, δy), (y, δx)} .

Then, we have (x, δx) ∈ P · (Q + 1) because

δx =
1

2
· δx +

1

2
· δx

= d(x) · δx + d(y) · δx

and also δx ∈ (Q+1)(u) for each u ∈ A. On the other hand, we have P ·Q+P · 1 = P

since P · Q ⊆ P and P · 1 = P . Therefore (x, δx) 6∈ P = P · Q + P · 1.

Also for P, Q ∈ pMRt,1(A) and directed subset χ ⊆ pMRt,1(A),

P ·
(∨

χ
)

=
∨
Q∈χ

P · Q

need not hold.

Example 5.5. Let N be a set of all natural numbers, and P be a probabilistic mul-

tirelation

P = {(0, d)} ∪ {(a, δa) | a > 0}

where d ∈ D(A) satisfies d(n) =
1

2n+1
for each n ∈ N. For i ∈ N, let Qi be

Qi = {(a, δ0 p⊕ δa) | a ≤ i, p ∈ [0, 1]} ∪ {(b, δb) | i < b} .

It satisfies that P ∈ pMRt,1(N) and {Qi ∈ pMRt,1(N) | i ∈ N} is directed. Then we

have d ∈ P (0). Let F : N → D1(N) be a function such that F (u) = δ0 for each u ∈ A.

Then we have F v
∪

i∈NQi, and (0, δ0) ∈ P ·
(∪

i∈NQi

)
⊆ P ·

(∨
i∈NQi

)
because

δ0 =
∑
u∈N

d(u) · F (u) .

However, we can prove that (0, δ0) 6∈
∨

i∈NP · Qi. We show that

(0, h) ∈
∨
i∈N

P · Qi =⇒ h(0) < 1
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If (ω, h) ∈
∨

i∈NP ·Qi, then there exists d′ ∈ D1(N) and F : N →
(∪

i∈NP · Qi

)
(0) such

that

h =
∑
j∈N

d′(j) · F (j) .

We consider F (j) ∈
(∪

i∈NP · Qi

)
(0). For j ∈ A, there exists kj ∈ N satisfying

F (j) ∈ P · Qkj
(0). Then there exists ej ∈ P (0) and Gj : A → D(A) such that

F (j) =
∑
u∈N

ej(u) · Gj(u)

and Gj vQkj
. By the definition of P , ej = d for each j ∈ J . Then we have

F (j) =
∑
u∈N

ej(u) · Gj(u)

=
∑
u∈N

d(u) · Gj(u)

=
∑

u≤kj

d(u) · Gj(u) +
∑

u>kj

d(u) · Gj(u)

=
∑

u≤kj

d(u) · (δ0 pj
u
⊕ δu) +

∑
u>kj

d(u) · δu .

That is, F (j)(0) =
∑

u≤kj

d(u) · pj
u. Therefore we obtain h(ω) < 1 because

h(ω) =
∑
j∈N

d′(j) · F (j)(0)

=
∑
j∈N

d′(j) ·
∑

u≤kj

d(u) · pj
u

≤
∑
j∈N

d′(j) ·
∑

u≤kj

d(u)

=
∑
j∈N

d′(j) ·
(

1 − 1

2kj+1

)
<

∑
j∈N

d′(j)

= 1 .

5.6 Summary

In this chapter we have introduced a notion of probabilistic multirelations which is

generalized semantic domain of probabilistic distributed systems given by McIver et

al. And then we proved that the set of all 0-included finitary down- and convex-closed

probabilistic multirelations forms a complete IL-semiring preserving all right directed

joins and the right zero, and it also forms even a probabilistic Kleene algebra.
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Also we have studied another type of probabilistic multirelations, and have proved

that the set of all left-total and D1-convex closed probabilistic multirelations forms a

complete IL-semiring preserving the right 0.



Chapter 6

Towards Abstraction for

Probabilistic Systems

In this chapter we study the relationship between probabilistic systems and non-

probabilistic systems. Specifically we consider a number of Galois connections between

probabilistic multirelations and non-probabilistic multirelations.

6.1 Overview

A Galois connection is a particular correspondence between two partially ordered sets,

and it appears in a theory, Abstract Interpretation formalized by Patrick Cousot et

al. Abstract interpretation is a theory of sound approximation of the semantics of

computer programs, and it can be viewed as a partial execution of a computer program

which gains information about its semantics without performing all the calculations.

That is, it guarantees soundness of abstraction.

In previous chapters we have shown a probabilistic model of complete IL-semirings

and also two non-probabilistic models of them. Probabilistic model is the set of all

finitary 0-included down- and convex-closed probabilistic multirelations. One of non-

probabilistic models is the set of all total finitary up-closed multirelations, the other

71
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is the set of all ⊥-included finite down-, and union-closed bottomed multirelations. In

addition these two complete IL-semirings preserve all right directed join and the right

zero. In this chapter we consider a number of Galois connections between these two

complete IL-semirings and compare them from the aspect of which preserve operations

with respect to complete IL-semiring.

This chapter is organized as follows. In section 6.2 we recall the definition of Galois

connection and related proposition. Section 6.3 and 6.4 study Galois connections be-

tween probabilistic multirelations and up-closed multirelations. In section 6.5, we show

a Galois connection between probabilistic multirelations and bottomed multirelations.

6.2 Galois Connection

First, we recall the definition of Galois connection and their properties.

Definition 6.1 (Galois connection). For partially ordered sets (C,v), (A,≤), and

functions α : C → A, γ : A → C, a tuple (C, A, α, γ) is called Galois connection if the

following holds for each c ∈ C and a ∈ A.

α(c) ≤ a ⇐⇒ c v γ(a)

If a tuple (C, A, α, γ) is Galis connection, then α is called left-adjoint of γ, conversely

γ is called right-adjoint of α.

Corollary 6.1. For partially ordered sets (C,v), (A,≤), and functions α : C →
A, γ : A → C, a tuple (C, A, α, γ) is called a Galois connection if and only if α and γ

are monotone satisfying ∀c ∈ C.c v γ(α(c)) and ∀a ∈ A.α(γ(a)) ≤ a.

We introduce a typical example of Galois connections.

Example 6.1. Let C and A be sets. For two ordered sets (℘(C),⊆)，(℘(A),⊆)，and

a mapping f : C → A, consider two mappings α : ℘(C) → ℘(A), γ : ℘(A) → ℘(C) as

follows:

α(X) := {f(x) | x ∈ X}
γ(Y ) := {x ∈ C | f(x) ∈ Y } .

Then (℘(C), ℘(A), α, γ) is a Galois connection.

It is known the following proposition.
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Proposition 6.1. Let (C,v) and (A,≤) be partially ordered sets and α : C → A a

function. Assume that C is a complete lattice. Then α preserves arbitrary joins if and

only if (C, A, α, γ) is a Galois connection where γ : A → C is defined as follows.

γ(a) :=
∨

{c ∈ C | α(c) ≤ a} .

6.3 Simple Abstraction to Total Finitary Multire-

lations

In this section, we study a Galois connection between probabilistic multirelations and

total finitary up-closed multirelations. Let αsupp : pMR0,d,f (A) → UMRt,f (A) be a

mapping as follows.

αsupp(R) := {(a,W ) | ∃d ∈ R(a).[d 6= 0 ∧ supp(d) ⊆ W ]} .

Obviously α(R) is a total finitary up-closed multirelation. Also the mapping αsupp

preserves the inclusion ⊆.

We show that αsupp is a homomorphism of complete IL-semirings.

Lemma 6.1. αsupp preserves the composition, i.e., for each P, Q ∈ pMR0,d,f (A)

αsupp(P · Q) = αsupp(P ); αsupp(Q)

Proof. First we prove that αsupp(P · Q) ⊆ αsupp(P ); αsupp(Q). Assume that (a,W ) ∈
αsupp(P · Q). Then there exists h ∈ D(A) such that (a, h) ∈ P · Q, h 6= 0 and

supp(h) ⊆ W . By the definition of the composition, there exists d ∈ P (a) and the

mapping F : A → D(A) such that h =
∑

u∈supp(d)

d(u) · F (u) and (u, F (u)) ∈ Q for each

u ∈ supp(d). We note that d 6= 0 because d = 0 implies h = 0. Then we obtain

(a, supp(d)) ∈ αsupp(P ). For each u ∈ supp(d), we have (u, supp(F (u))) ∈ αsupp(Q) and

supp(F (u)) ⊆
∪

{supp(F (u)) | u ∈ supp(d)} = supp(h) ⊆ W .

Then (u,W ) ∈ αsupp(Q) for each u ∈ supp(d) since αsupp(Q) is up-closed. Therefore

(a,W ) ∈ αsupp(P ); αsupp(Q) by the definition of ;.
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Conversely we prove that αsupp(P ); αsupp(Q) ⊆ αsupp(P · Q). We have

(a,W ) ∈ αsupp(P ); αsupp(Q)

⇐⇒ ∃Y ∈ ℘(A).[(a, Y ) ∈ αsupp(P ) ∧ ∀y ∈ Y.(y,W ) ∈ αsupp(Q)]

⇐⇒ ∃Y ∈ ℘(A).[∃d ∈ R(a).[d 6= 0 ∧ supp(d) ⊆ Y ] ∧
∀y ∈ Y.∃fy ∈ Q(y).[fy 6= 0 ∧ supp(fy) ⊆ W ]]

=⇒ ∃Y ∈ ℘(A).[∃d ∈ R(a).[d 6= 0 ∧ supp(d) ⊆ Y ∧
∀y ∈ Y.∃fy ∈ Q(y).[fy 6= 0 ∧ supp(fy) ⊆ W ]]]

=⇒ ∃d ∈ R(a).[d 6= 0 ∧ ∀y ∈ supp(d).∃fy ∈ Q(y).[fy 6= 0 ∧ supp(fy) ⊆ W ]] .

Let F : supp(d) → D(A) be a mapping such that F (y) := fy for each y ∈ supp(d). Set

h :=
∑

y∈supp(d)

d(y) · F (y). Then we have (a, h) ∈ P · Q and supp(h) ⊆ W since

supp(h) =
∪

{supp(F (y)) | y ∈ supp(d)}

and supp(F (y)) ⊆ W for each y ∈ supp(d). And we also have h 6= 0 since d 6= 0 and

F (y) 6= 0 for each y ∈ supp(d). Therefore (a,W ) ∈ αsupp(P · Q).

Lemma 6.2. αsupp preserves the 0-ary operators, 0 and 1.

Proof. Obviously αsupp(0 ) = ∅ holds by the definition of αsupp.

Suppose that (a,W ) ∈ αsupp(1 ). Then there exists d ∈ 1 (a) such that d 6= 0 and

supp(d) ⊆ W . This fact implies a ∈ W . Conversely, if a ∈ W then δa ∈ 1 (a), δa 6= 0,

and supp(δa) ⊆ W .

Lemma 6.3. αsupp preserves arbitrary joins, i.e., for each χ ⊆ pMR0,d,f (A)

αsupp(
∨

χ) =
∪
R∈χ

αsupp(R)

Proof. Obviously
∪

R∈χ αsupp(R) ⊆ αsupp(
∨

χ) since αsupp preserves the inclusion.

Conversely, we prove that αsupp(
∨

χ) ⊆
∪

R∈χ αsupp(R). Suppose that (a,W ) ∈
αsupp(

∨
χ). Then there exists h ∈ D(a) such that (a, h) ∈

∨
χ, h 6= 0 and supp(h) ⊆

W . By the definition of
∨

, there exists I ∈ ℘f (A), d ∈ D1(I), and the mapping

F : I → (
∪

χ) (a) such that h =
∑
i∈I

d(i) · F (i). Then we have

supp(h) =
∪

{supp(F (i)) | i ∈ supp(d)} .

Also for some i ∈ supp(d), there exists Ri ∈ χ such that (a, F (i)) ∈ Ri. Then we have

(a,W ) ∈ α(Ri) since

supp(F (i)) ⊆
∪

{supp(F (i)) | i ∈ supp(d)} = supp(h) ⊆ W .
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We obtain the following proposition by Lemma 6.1, 6.2, 6.3.

Proposition 6.2. αsupp is a homomorphism of complete IL-semirings.

And we also have a Galois connection by Lemma 6.3

Theorem 6.1. For a set A, (pMR0,d,f (A), UMRt,f (A), α, γ) is a Galois connection

where αsupp : pMR0,d,f (A) → UMRt,f (A) is defined by

(a,W ) ∈ αsupp(R)
def⇐⇒ ∃d ∈ R(a).[d 6= 0 ∧ supp(d) ⊆ W ] .

and γsupp : UMRt,f (A) → pMR0,d,f (A) is given as Proposition 6.1.

We have given a Galois connection between pMR0,d,f (A) and UMRt,f (A), on the

natural way in the sense of using the support supp of probabilistic distributions. How-

ever, αsupp need not preserve the counter example of the left distributivity though this

distributivity need not hold on two complete IL-semiring pMR0,d,f (A) and UMRt,f (A).

Example 6.2. We consider probabilistic multirelations P and Q that appeared in Ex-

ample 5.2. Then αsupp(P ) = αsupp(Q) = {(a,W ) | a ∈ A ∧ W 6= ∅}. We already have

shown that P · (Q + 1 ) 6⊆ P · Q + P · 1 . Since α(P ) ⊆ α(P ); α(P ), we have

αsupp(P · (Q + 1 )) = αsupp(P · Q)

= αsupp(P ); αsupp(Q)

= αsupp(P ); αsupp(P )

= αsupp(P ); αsupp(P ) + αsupp(P )

= αsupp(P ); αsupp(Q) + αsupp(P ); αsupp(1 )

= αsupp(P · Q + P · 1 ) .

6.4 Revised Abstraction to Total Finitary Multire-

lations

Reducing the left distributivity from the definition of complete I-semirings (even Kleene

algebras) is a typical relaxation for applying probabilistic systems. In this section, we

aim at revised abstraction which preserving the counter example of the left distribu-

tivity. Then we revise the mapping αsupp : pMR0,d,f (A) → UMRt,f (A).

Let α1 : pMR0,d,f (A) → UMRt,f (A) be a mapping as follows.

α1(R) := {(a,W ) | ∃d ∈ R(a).[d ∈ D1(A) ∧ supp(d) ⊆ W ]} .
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In the above definition, we restrict the sum of probabilities of the distribution to 1,

from the definition of αsupp.

The mapping α1 preserves the inclusion ⊆.

We show that α1 is a homomorphism of complete IL-semirings. The required proofs

are similar to Lemma 6.1, 6.2, 6.3.

Lemma 6.4. α1 preserves the composition, i.e., for each P,Q ∈ pMR0,d,f (A)

α1(P · Q) = α1(P ); α1(Q)

Proof. First we prove that α1(P ·Q) ⊆ α1(P ); α1(Q). Assume that (a,W ) ∈ α1(P ·Q).

Then there exists h ∈ D1(A) such that (a, h) ∈ P · Q and supp(h) ⊆ W . By the

definition of the composition, there exists d ∈ P (a) and the mapping F : A → D(A)

such that h =
∑

u∈supp(d)

d(u) · F (u) and (u, F (u)) ∈ Q for each u ∈ supp(d). Then we

obtain (a, supp(d)) ∈ α1(P ). For each u ∈ supp(d), we have (u, supp(F (u))) ∈ α1(Q)

and

supp(F (u)) ⊆
∪

{supp(F (u)) | u ∈ supp(d)} = supp(h) ⊆ W .

Then (u,W ) ∈ α1(Q) for each u ∈ supp(d) since α1(Q) is up-closed. Therefore (a,W ) ∈
α1(P ); α1(Q) by the definition of ;.

Conversely we prove that α1(P ); α1(Q) ⊆ α1(P · Q). We have

(a,W ) ∈ α1(P ); α1(Q)

⇐⇒ ∃Y ∈ ℘(A).[(a, Y ) ∈ α1(P ) ∧ ∀y ∈ Y.(y, W ) ∈ α1(Q)]

⇐⇒ ∃Y ∈ ℘(A).[∃d ∈ R(a).[d ∈ D1(A) ∧ supp(d) ⊆ Y ] ∧
∀y ∈ Y.∃fy ∈ Q(y).[fy ∈ D1(A) ∧ supp(fy) ⊆ W ]]

=⇒ ∃Y ∈ ℘(A).[∃d ∈ R(a).[d ∈ D1(A) ∧ supp(d) ⊆ Y ∧
∀y ∈ Y.∃fy ∈ Q(y).[fy ∈ D1(A) ∧ supp(fy) ⊆ W ]]]

=⇒ ∃d ∈ P (a).[d ∈ D1(A) ∧
∀y ∈ supp(d).∃fy ∈ Q(y).[fy ∈ D1(A) ∧ supp(fy) ⊆ W ]] .

Let F : supp(d) → D1(A) be a mapping such that F (y) := fy for each y ∈ supp(d).

Set h :=
∑

y∈supp(d)

d(y) · F (y). Then we have (a, h) ∈ P · Q and supp(h) ⊆ W since

supp(h) =
∪
{supp(F (y)) | y ∈ supp(d)} and supp(F (y)) ⊆ W for each y ∈ supp(d).

Also we have h ∈ D1(A) since d ∈ D1(A) and F (y) ∈ D1(A) for each y ∈ supp(d).

Therefore (a,W ) ∈ α1(P · Q).

Lemma 6.5. α1 preserves the 0-ary operators, 0 and 1.
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Proof. Obviously α1(0 ) = ∅ holds by the definition of α1.

Suppose that (a,W ) ∈ α1(1 ). Then there exists d ∈ 1 (a) such that d ∈ D1(A)

and supp(d) ⊆ W . This fact implies d = δa and a ∈ W . Conversely, if a ∈ W then

δa ∈ 1 (a), δa 6= 0, and supp(δa) ⊆ W .

Lemma 6.6. α1 preserves arbitrary joins, i.e., for each χ ⊆ pMR0,d,f (A)

α1(
∨

χ) =
∪
R∈χ

α1(R)

Proof. Obviously
∪

R∈χ α1(R) ⊆ α1(
∨

χ) since α1 preserves the inclusion.

Conversely, we prove that α1(
∨

χ) ⊆
∪

R∈χ α1(R). Suppose that (a,W ) ∈ α1(
∨

χ).

Then there exists h ∈ D1(A) such that (a, h) ∈
∨

χ and supp(h) ⊆ W . By the

definition of
∨

, there exists I ∈ ℘f (A), d ∈ D1(I), and the mapping F : I → (
∪

χ) (a)

such that h =
∑
i∈I

d(i)·F (i). Then we have supp(h) =
∪
{supp(F (i)) | i ∈ supp(d)}. Note

that F (i) ∈ D1(A). For each i ∈ supp(d), there exists Ri ∈ χ such that (a, F (i)) ∈ Ri.

Then we have (a,W ) ∈ α1(Ri) since

supp(F (i)) ⊆
∪

{supp(F (i)) | i ∈ supp(d)} = supp(h) ⊆ W .

Therefore (a,W ) ∈
∪

R∈χ α1(R).

We obtain the following proposition by Lemma 6.4, 6.5, 6.6.

Proposition 6.3. α1 is a homomorphism of complete IL-semirings.

And we also have a Galois connection by Lemma 6.6

Theorem 6.2. For a set A, (pMR0,d,f (A), UMRt,f (A), α1, γ) is a Galois connection

where α1 : pMR0,d,f (A) → UMRt,f (A) is defined by

(a,W ) ∈ α1(R)
def⇐⇒ ∃d ∈ R(a).[d ∈ D1(A) ∧ supp(d) ⊆ W ] .

and γsupp : UMRt,f (A) → pMR0,d,f (A) is given as Proposition 6.1.

We have given second Galois connection between pMR0,d,f (A) and UMRt,f (A) revis-

ing a mapping αsupp. And then α1 preserves a counter example of the left distributivity

unlike in the case of αsupp.

Example 6.3. We consider probabilistic multirelations P and Q that appeared in Ex-

ample 5.2. Then
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α1(P ) = {(a, {x, y}) | a ∈ A} and ,

α1(Q) = {(x, {y}), (x, {x, y}), (y, {x}), (y, {x, y})} .

We already have shown that (x, δx) ∈ P · Q + P · 1 though (x, δx) ∈ P · (Q + 1 ) in

Example 5.2. Since α1 is the homomorphism of complete IL-semirings,

α1(P · (Q + 1 )) = α1(P ); (α1(Q) ∪ α1(1 )) and

α1(P · Q + R · 1 ) = α1(P ); α1(Q) ∪ α1(P ); α1(1 ) .

We have (x, {x}) ∈ α1(P ); (α1(Q)∪α1(1 )) since (x, {x, y}) ∈ α1(P ), (x, {x}) ∈ α1(1 )

and (x, {y}) ∈ α1(Q). However (x, {x}) is not in α1(P ); α1(Q) and α1(P ); α1(1 ).

The following example show that γ1 need not be a homomorphism of CILS. Note

that γ1(1) =
∨
{R | α1(R) ⊆ 1}.

Example 6.4. We consider a probabilistic multirelation

R =
{
(a, d) | a ∈ A ∧ ∀u ∈ A.d(u) ≤ 1

2

}
on a set A := {x, y}. Then we have R ⊆ γ1(1) since

α1(R) = {(x, {x, y}), (y, {x, y})} ⊆ 1 .

However R 6⊆ 1 . Therefore γ1(1) 6⊆ 1 .

6.5 Abstraction to Bottomed Multirelations

In this section we introduce a Galois connection between probabilistic multirelations

and bottomed multirelations. And then we discuss the difference from Galois connec-

tions in the previous sections.

Let β : pMR0,d,f (A) → bMR(A) be a mapping as follows.

β(R) = {(a, supp(d)⊥) | (a, d) ∈ R ∧ d 6∈ D1(A)}
∪{(a, supp(d)) | (a, d) ∈ R ∧ d ∈ D1(A)} ∪ {(⊥.{⊥})}

The mapping β preserves the inclusion ⊆. β(R) is ⊥-included finite down- and

union-closed. First we prepare the following lemma before proving that β is a homo-

morphism of complete IL-semirings.

Lemma 6.7. The mapping β : pMR0,d,f (A) → bMR(A) satisfies the followings.



6.5. Abstraction to Bottomed Multirelations 79

(a,W ) ∈ β(R) =⇒ ∃d ∈ R(a). W vA supp(d) for each a ∈ A and W ∈ ℘(A⊥).

Proof. Assume that (a,W ) ∈ β(R). Then there exists d ∈ R(a)\D1(A) such that

W = supp(d)⊥, or there exists d ∈ R(a)∩D1(A) such that W = supp(d). In these two

case, we have W vA supp(d).

Next we show that β preserves the composition on complete IL-semiring.

Lemma 6.8. β preserves the composition, i.e., for each P, Q ∈ pMR0,d,f (A)

β(P · Q) = β(P ); β(Q)

Proof. First we prove that β(P · Q) ⊆ β(P ); β(Q). Assume that (a,W ) ∈ β(P · Q).

If a = ⊥ then (a,W ) = (⊥, {⊥}) ∈ β(P ); β(Q) obviously. If a 6= ⊥ then there

exists h ∈ (P · Q)(a) such that h ∈ D1(A) and W = supp(h) or, h 6∈ D1(A) and

W = supp(h)⊥. By the definition of the composition on probabilistic multirelations,

there exists d ∈ P (a) and the mapping F : A → D(A) such that h =
∑

u∈supp(d)

d(u) ·F (u)

and (u, F (u)) ∈ Q for each u ∈ supp(d). If h ∈ D1(A) and W = supp(h), then

(a, supp(d)) ∈ β(P ) and (u, supp(F (u))) ∈ β(Q) for each u ∈ supp(d) since h ∈ D1(A)

implies d ∈ D1(A) and F (u) ∈ D1(A) for each u ∈ supp(d). Therefore

(a,W ) =

a,
∪

u∈supp(d)

supp(F (u))

 ∈ β(P ); β(Q)

by the definition of the composition ; on bottomed multirelations. Assume that h 6∈
D1(A) and W = supp(h)⊥. We have (a, supp(d)⊥) ∈ β(P ). Since (⊥, {⊥}) ∈ β(A) and

(u, F (u)) ∈ β(Q) for each u ∈ supp(d), we obtain

(a,W ) = (a, supp(h)⊥) =

a,
∪

u∈supp(d)

supp(F (u)) ∪ {⊥}

 ∈ β(P ); β(Q) .

Conversely we prove that β(P ); β(Q) ⊆ β(P ·Q). Assume that (a,W ) ∈ β(P ); β(Q).

If a = ⊥ then (a, W ) = (⊥, {⊥}) ∈ β(P · Q) obviously. If a 6= ⊥ then there exists

Y ∈ ℘(A⊥) such that

(a, Y ) ∈ β(P ) ∧ ∀y ∈ Y.∃Xy ∈ ℘(A⊥).

[
(y, Xy) ∈ β(Q) ∧ W =

∪
y∈Y

Xy

]

By Lemma 6.7, there exists d ∈ P (a) such that Y vA supp(d), and also exists fy ∈ Q(y)

such that Xy vA supp(fy) for each y ∈ Y \{⊥}. Let F : supp(d) → D(A) be a mapping
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such that F (y) := fy for each y ∈ supp(d). Set h :=
∑

y∈supp(d)

d(y) · F (y). Then we have

(a, h) ∈ P · Q. If ⊥ 6∈ W then ⊥ 6∈ Xy for each y ∈ Y , and ⊥ 6∈ Y . Since Y = supp(d)

and Xy = supp(fy) for each y ∈ Y ,

W =
∪
y∈Y

Xy =
∪

y∈supp(d)

supp(F (y)) = supp(h) .

Therefore (a,W ) ∈ β(P · Q).

If ⊥ ∈ W then there exists y ∈ Y such that ⊥ ∈ Xy. And then

W =
∪
y∈Y

Xy = {⊥} ∪
∪

y∈Y \{⊥}

Xy = {⊥} ∪
∪

y∈supp(d)

supp(F (y)) = supp(h)⊥ .

Therefore (a,W ) ∈ β(P · Q) since W vA supp(h)⊥.

Lemma 6.9. β preserves the 0-ary operators, 0 and 1.

Proof. Obviously β(0 ) = {(a, {⊥}) | a ∈ A⊥} holds by the definition of β.

Assume that (a,W ) ∈ β(1 ). Then there exists d ∈ 1 (a)∩D1(A) and W = supp(d),

or d ∈ 1 (a)\D1(A) and W = supp(d)⊥. In both case (a,W ) ∈ 1. Conversely, if

W vA {a} then W = {a}, {a,⊥}, {⊥}. In the case of W = {a}, δa ∈ 1 (a) ∩ D1(A)

and {a} = supp(δa). In the case of W = {a,⊥} and W = {⊥}, we have 1
2
δa,0 ∈

1 (a)\D1(A), {a,⊥} = supp(1
2
δa)

⊥, and {⊥} = supp(0)⊥

Lemma 6.10. β preserves arbitrary joins, i.e., for each χ ⊆ pMR0,d,f (A)

β(
∨

χ) =
∨

R∈χ
β(R)

Proof. Obviously
∨

R∈χβ(R) ⊆ β(
∨

χ) since β preserves the inclusion.

Conversely, we prove that β(
∨

χ) ⊆
∨

R∈χβ(R). Suppose that (a,W ) ∈ β(
∨

χ).

If a = ⊥ then obviously (a,W ) = (⊥, {⊥}) ∈
∨

R∈χβ(R). If a 6= ⊥ then there

exists h ∈ (
∨

χ) (a) such that W = supp(h) and h ∈ D1(A), or W = supp(h)⊥

and h 6∈ D1(A). In the former case, there exists I ∈ ℘f (A), d ∈ D1(I), and the

mapping F : I → (
∪

χ) (a) such that h =
∑
i∈I

d(i) ·F (i) by the definition of
∨

. For each

i ∈ supp(d), there exists Ri ∈ χ such that (a, F (i)) ∈ Ri. Since F (i) ∈ D1(A) for all

i ∈ I, (a, supp(F (i))) ∈
∪

i∈Iβ(Ri). Therefore

(a,W ) = (a, supp(h)) =
(
a,
∪

i∈I
supp(F (i))

)
∈
∨

R∈χ
β(R) .

In the latter case, the proof is similar to the above, only differs for including ⊥.
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We obtain the following proposition by Lemma 6.8, 6.9, 6.10.

Proposition 6.4. β is a homomorphism of complete IL-semirings.

And we also have a Galois connection by Lemma 6.10

Theorem 6.3. For a set A, (pMR0,d,f (A), bMR(A), β, γ) is a Galois connection where

β : pMR0,d,f (A) → bMR(A) is defined by

β(R) = {(a, supp(d)⊥) | (a, d) ∈ R ∧ d 6∈ D1(A)}
∪{(a, supp(d)) | (a, d) ∈ R ∧ d ∈ D1(A)} ∪ {(⊥.{⊥})}

and γ : bMR(A) → pMR0,d,f (A) is given as Proposition 6.1.

We have given a Galois connection between pMR0,d,f (A) and bMR(A) . And then

β preserves a counter example of the right distributivity as in the case of α1.

Example 6.5. We consider probabilistic multirelations P and Q that appeared in Ex-

ample 5.2. Then

β(P ) = 0 ∪ {(a,W ) | a ∈ A,W vA {x, y}} and ,

β(Q) = 0 ∪ {(x,W ) | W vA {y}} ∪ {(y, W ) | W vA {x}} .

We already have shown that (x, δx) ∈ P · Q + P · 1 though (x, δx) ∈ P · (Q + 1 ) in

Example 5.2. Since β is the homomorphism of complete IL-semirings,

β(P · (Q + 1 )) = β(P ); (β(Q) ∪ β(1 )) and

β(P · Q + R · 1 ) = β(P ); β(Q) ∪ β(P ); β(1 ) .

We have (x, {x}) ∈ β(P ); (β(Q) ∪ β(1 )) since (x, {x, y}) ∈ β(P ), (x, {x}) ∈ β(1 ) and

(x, {y}) ∈ β(Q). However (x, {x}) is not in β(P ); β(Q) and β(P ); β(1 ).

In the previous section we show that γ1 : UMRt,f (A) → pMR0,d,f (A) need not

preserve the identity, however γ preserve.

Proposition 6.5. The mapping γ : bMR(A) → pMR0,d,f (A) satisfies γ(1) = 1 .

Proof. Note that γ(1) =
∨
{R | β(R) ⊆ 1}. For proof of γ(1) ⊆ 1 , it is sufficient to

prove that β(R) ⊆ 1 implies R ⊆ 1 . Assume that β(R) ⊆ 1 and (a, d) ∈ R. Then we

obtain d vD δa. Therefore (a, d) ∈ 1 . Conversely we have 1 ⊆ γ(1) since β(1 ) ⊆ 1

and
(
pMR0,d,f (A), bMR(A), β, γ

)
is a Galois connection.
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pMR0,d,f (A)
αsupp

⊥
//
UMRt,f (A)

γsupp
oo

pMR0,d,f (A)
α1

⊥
//
UMRt,f (A)

γ1

oo

pMR0,d,f (A)
β

⊥
//
bMR(A)

γ
oo

Figure 6.1: Three Galois connections between probabilistic multirelations and non-

probabilistic multirelations

6.6 Summary

This chapter has studied the relationship between probabilistic multirelations and non-

probabilistic multirelations. We proposed three Galois connections (Fig.6.1) between

probabilistic systems and non-probabilistic systems, providing join-preserving map-

pings from probabilistic multirelations to non-probabilistic multirelations. First one

using αsupp is given on the natural way in the sense of using the support supp. How-

ever αsupp need not preserve a counter example of the right distributivity though re-

ducing the right distributivity from the definition of complete I-semirings (even of

Kleene algebras) is a typical relaxation for applying probabilistic systems. Second one

using α1 seems to be better than first one because α1 preserves a counter example

of the right distributivity. On the other hand, we have given a Galois connection(
pMR0,d,f ( ), bMR( ), β, γ

)
between probabilistic multirelations and bottomed multire-

lations. The mapping β preserves a counter example of the right distributivity and

even γ preserves the identity 1. In that sense the last one seems to be better than the

others. It is an opened problem whether or not γ preserves the composition ;.



Summary

The aim of this thesis is to provide a path to abstraction between probabilistic systems

and non-probabilistic systems in order to put the verification methods for probabilistic

systems into practical use. The contribution of this thesis as follows:

1. We studied up-closed multirelations carefully. Then we have shown that classes

of up-closed multirelations provide models of three weaker variants of Kleene

algebra: the set of up-closed multirelations forms a lazy Kleene algebra [Moe04],

the set of finitary up-closed multirelations forms a monodic tree Kleene algebra

[TF06], the set of finitary total up-closed multirelations forms a probabilistic

Kleene algebra [MCC06, MW05].

2. We refined the above results. We extend the notion of multirelations introducing

types of multirelations. We define a cube consisting of eight classes of lazy

Kleene algebras, by introducing three axioms. We also define a cube consisting of

eight classes of complete IL-semirings. Then we show a correspondence between

types of up-closed multirelations and classes of lazy Kleene algebras via classes

of complete IL-semirings.

3. We showed an another multirelational model of complete IL-semirings, using bot-

tomed multirelations. Though it is known that this model forms a probabilistic

Kleene algebra [MW05, Web08], we have obtained that proof by providing that

the set of all ⊥-included finite, down- and union-closed multirelations forms a

complete IL-semiring preserving all directed joins and the right 0.

83
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4. We give a notion of probabilistic multirelations as a generalization of semantic

domain of probabilistic distributed systems introduced by McIver et al [MCC06,

MW05]. Then we showed that the set of 0-included finitary down- and convex-

closed probabilistic multirelations forms a complete IL-semiring preserving all

right directed joins and the right zero. And we also showed that the left dis-

tributivity need not hold in this complete IL-semiring.

5. We proposed three Galois connections between probabilistic systems and non-

probabilistic systems, providing join-preserving mappings from probabilistic mul-

tirelations to non-probabilistic multirelations. First one using αsupp is given on

the natural way in the sense of using the support supp of probabilistic distri-

butions. However αsupp need not preserve the counter example of the left dis-

tributivity though reducing the left distributivity from the definition of complete

I-semirings [Moe04] (even of Kleene algebras) is a typical relaxation for applying

probabilistic systems. Second one using α1 seems to be better than first one

because α1 preserves a counter example of the left distributivity. These two Ga-

lois connections use the mappings to total, finitary and up-closed multirelations.

But third Galois connection uses the mapping β to ⊥-included finite down- and

union-closed bottomed multirelations. This one seems to be better than the oth-

ers because β preserves a counter example of the left distributivity and the right

adjoint γ of β preserves the identity on bottomed multirelations.

Finally we offer future prospects with respect to our research.

- The paper [Moe04] extends the notion of lazy Kleene algebras to treat both finite

and infinite streams, by adding the notion of meets and greatest fixed points. We

are also going to extend our cube by adding conditions about meets and greatest

fixed points. We showed that if a complete IL-semiring preserves all right directed

joins, then it forms a lazy Kleene algebra satisfying the D-axiom. However, the

converse direction has not been proved yet. It is future work.

- As we described in 5, we provided Galois connections as a path to abstraction

between probabilistic systems and non-probabilistic systems in order to enable

the verification method (using probabilistic Kleene algebra) to be put into prac-

tical use. To make use of our results, we have to experiment on abstract models
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consisting of multirelations, and to check whether or not these models are useful

against some kinds of verification problems.

- Kleene algebra is known as a sound and complete axiomatization of regular ex-

pressions. However, it is still open problems what sound and complete models of

three weaker variants of Kleene algebra are. On the other hand, we are interested

in ”Kleene algebra”-like axiomatization of complicated system like probabilistic

transition systems or quantum systems.
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