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I. Introduction

In most practical problems we are considering the mixed problem for the
heat equation in one dimension: '

(1-1a) u="ku,, , (0<x<L, t>0)
with the initial condition

(-1b)  w(n0=fx) . (0<x<L)
and boundary condition

(1-1¢) (0, H)=¢@) , u(L,)=0@) , (>0).
We introduce a net whose mesh points are denoted by

x,=idx yi=1,2, 00 M
t,-=jAt y J=01 1’ 2, ......
with dx=L/(M+1).
Then the problem (1-1a) can be approximately expressed by the explicit for-
mulation
(1-2a) Uiin=rtUi_1;+A=2n U ;41U ((=1,2, , M)
(1—2b) Ui.o=fi
(1-2¢) Uo.i=9; » Uysr=0,;
where U, ;=U(idx, j4dt), fi=f(idx), ¢,=¢(jdt), and 0,=0(jdt); r=kdt/(4x)? and dx=
L/(M+1).
When we emphasize the local truncation error, (1-1a) are written in the form
1-3) Uy =Tl ;+ Q=2 u; ;4 ru;, ;00 (40) 2+ (4t) (4x)*] ’ (i=1,2,-, M)
where u,;=u(idx, jdt).
Then the difference equation for E,,=u,;—U,; is obtainable by subtracting (1-2a)
from (1-3).
(1-4) E, ju=rE;_;+(1—20E; ;+rE;;;+0[(4d)*+ (4t) (4x)*]

Since U agrees with u initially and on the boundary,

(1-5) E;,=0 , ((=1,2, eee- , M+1)
E,;=Ey.,;=0 , (J=0,1,2, e+ )
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Hense we obtain the expression
(1-6) E, ;n=rE,_ . ;+(1—-2nE, ;+1E;,.; (=12 -, M)
with the error of 0[(d48)?+ (4r) (4x)?].

The system of M equations consisting of (1-5) may be written in the matrix-
vector form

(1‘7) E}+1=AEJ

where E; and E;,; are the M-dimensional vectors whose components are E;; and
E,,., respectively, with i=1, 2, ---, M, and

1-2r r
r 1-2r r
r 1-2r

And we have next stability theorem. [1)

1-8 A=

(Theorem 1)

Stability of the finite difference approximation is insured if all the eigen-
valuese of A are, in absolute value, less than or equal to 1.

II. Stability criteria for the problem of heat conduction in a cylinder.

The mathematical formulation of the problem is as follws: [4]

-1 u=k(U,+x'u,) , (0<x<L, t>0)
(2-2)  u(x,0)=f(x) v (0<x<L)
(2-3)  %.(0,)=0 » (#>0)
(2-4) —u,(L,t)=alu(L,t)—v()]

(2-5) ov,(t)=alu(L, t) —v()]—bv(t)

We shall investigate the stability of the explicit difference scheme.

(ji..H'l_ Ui.i _ Ui—l.f—zUi.f+ Ul.]+1 1 . Ui+1.i_ Ui—l.i
26 — 57— ‘k[ (dx)? + Tdx 7dx
whence
2-7) tfi.j+1=r(1— -;;J Uporyt (1—20) U+ 7 (”“217) Uier, (i=1,2, - M)

where U,,=U(idx, jdf), r=kdt/(4x)* and x=L/(M+1).
The difference analogue of (2-3) is :

U,i— U

dx =0

or
(2—8) Ul.i= Uo.i
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Hence from (2-7) and (2-8) we obtain the expression

3

(2-9) U.ju= <1“‘ ?r) U+ —:;—r(jz',

Further the difference approximation of (2-4) and (2-5) are

,_%i_;]& =a(Uys1.;—0;)
or
1 adx
@10 Uwoss= 13472 Us + Tradx &
=pUy,;+qu;
and
o Uy, — (a+b)0,
or

@1D) o=+ [1— <"+—f,’>"i]v,~
=aUy..,;+ By,

where v, and v;,, are respectively v(jdt) and o[ (j+1)4z].
If from (2-10) and (2-11) we eliminate Uy, then we get

Vi=apUy,;+ (B+aq)y;
If we rewrite (2-9) in the form
(2-100*  Unsrjn=PUis11+q0;n
and eliminate v, and v,,, from (2-10)*, (2-10) and (211), we get
(2-12)  Unsryi=(B+Q Uus1.;+PUu.;+1—PBUw,;

If in (2-12) we replace Uy,,,; by the expression

UM,}+1="(1— %‘)UM—-I.J‘_I_ (1-2r) UM.;"‘"(]-“" “%T)UMHJ

from (2-7) with i=M, we ultimately get
(2-13) UM+1.1+1=P"[1 - %] Uy-r.;+p(A—2r—B) Uy, + [Pr[l + %} + B"‘CUI] Ui

=PUM...1.]+ Q[]),{,/+SUM+1J

Starting with the values of U,; for j=0, equations (2-7), (2-9) and (2-13)
will generate in succession the values of U,; for j=1,2,--- and i=1,2,---, M+1.
Similarly, starting with 2(#)=V for ¢=0, equation (2-11) will generate in
succession the values of v,=(jdr).
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The system of M+1 equations consisting of (2-7), (2-9) and (2-13) with the
errors E,; written for the U,,’s may be written in the matrix vector form

EJ+1=AEJ
where
3 3
1— 'é‘l‘ 7)‘
1
(1—Z)r 1—2r [1+Ijr
(2-14) A=

If we assume

2-15) 0< r < %

then it is clear from (2-14) that the sum

of the first M rows of A is equal to 1.
‘ Further more, if we assume that

of the absolute values of the elements

(2-16) 1—2r—B =0 and pr+B+ag =0 |,

then it follows from (2—13)‘ that
(2-17)  |P|+|Q|+|S|=p—pPB+B+aq

bAt 1)
=1‘7[1—mJ <1

Thus, if (2-15) and (2-16) are satisfied, the largest of the sums of absolute
values of the elements of the rows of matrix A is equal to 1. Therefore it follows
from Gerschgorin’s theorem and [theorem 1] that the difference scheme under

consideration is stable.
The inequalities (2-15) and (2-16) may be written

kAt 1
@’ =7

kAt (a+b) 4t
2" = o

At k a*dx (a+b) 4t
1+adx [(Ax)2+ o ]+(1_ o ]

v
o

From the three inequalities,
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2ko

(2-18) (Aéc)z = a+b

(2-19)  (4t) < min[(‘;’gz, < bJ

In conclusion, if we choose the intervals 4x and 4¢ satisfing the inequalities
(2-18) and (2-19), the stability of the difference scheme under consideration will

be insured.

\

ITI. Variable coefficients
We are consider the equations
(3-1) u,=au,,+bu,+cu+d .
where a, b, ¢ and d are functions of x and ¢ only, and with boundary conditions
(3-2) pu,+qu=v

where p, ¢ and v are functions of ¢ only.
An explicit formula for (3-1) is given by

(3-3) Ujn=CU. ;+CU, ;+C_ U, ;+kd,,;

where

C.,= (raid + % bi.ih)

(3-4) C, =1-r(2a;;—c;;h)

C, =r(al.i_ %bmh)

and hA=dx, k=4t. And the formulation is complefed"by the boundary conditions

(3-5) U,.;=PU,;+R,;
Uis1.;=Q;Uy.;+ S;

and by the initial condition
(3_6) Ui.0=fi

Then the propagated error E;; due to an initial error distribution g; is specified
by the relations.

1
(3‘7) Ei,i+1=nglcn(i’ j)EHn.i

(3“8) Eo.j= PjEl.j ’ EM+1.j= QJ'EMJ
(3-9) E;,=g;

If the coefficients C_,,C, and C, are no‘nnegajtive for all relevant values of
and j ‘

3-10) C,@G, ) =0 (n=-1,0,1)
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and if their sum does not exceed unity
1
G-1)  3CGH <1 :

Then we may deduce from (3-7) the relation
1
|El.j+1 I g n=E—1C”(i, J) lEi+n.i| g ny}aX’EHn.il (l=1’ 2, -y M)

Hence, when (3-10) and (3-11) are satisfied, the magnitude of the propagated
error at any interior point on the (j+1)th net line cannot exceed the magnitude
of the largest of all the errors at points on the j'th line. If also it is true that

312) pA<1, ;<1 (U=1,2-)

the relation (3-8) written with j replaced by j+1 ensure that the preceding
statement applies also to the propagated errors at the boundary points on the
(j+1)th net line.

[Theorem 2]

If the conditions (3-10), (3-11), and (3-12) are satisfied for all relevant values
of i and j, then the errors propagated by a single line of initial errors can never
exceed the largest inital error in magnitude, so that the formulation is stable. [3] -

As an example, we are consider the equation
3-13) w=a(X)u,.+b(x)u

Then using in associating (3-2) with (3-1) the following explicit formula is
obtained

1

(3-14) Ui.j+1=r(ai+ 2

hbi) Ui+ (1 —2ra)) Ui.i+r<a1_ —;‘ hbi) Ui.;

where r=~k/h.
If U satisfies (3-12) at the boundary conditions, then sufficient conditions for
stability of (3-14) are of the form

h < min (%)

(3-15) !

. 1
rs m}“(z—a,)
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